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## Preface

In the last 30 years several problems have been examined in the framework of the study of certain composite materials having the particular feature that they can be described by means of minimizing configurations of energies not necessarily finite on all the "smooth" admissible ones.

Problems involving energies with these features appeared, for example, in the study of elastic-plastic torsion theory, of electrostatic screening, and of the modelling of some rubber-like nonlinear elastomers, and have been generally approached by means of ad hoc, or particular mathematical techniques.

The aim of the present volume is to propose a systematic and unifying mathematical framework, within the calculus of variations, for the treatment of problems of this nature, at least in the stationary case.

From this point of view, the fundamental notion that appears to play a central role is the one of unbounded functional. These functionals take nonnegative extended real values, and represent the energies under consideration. They depend, in a classical manner, essentially on two variables: one of set-type nature in which the functional enjoys measure theoretic properties, and one of scalar configuration-type nature in which it enjoys convexity and lower semicontinuity properties. On the other side, the above energies behave also in a "non-classical" way. They turn out to take finite values only on those configurations that are subject to pointwise constraints on the strains, hence not depending on the regularity of the configurations themselves.

The analysis of this notion requires the reconsideration of well-established concepts and techniques. Therefore the book naturally divides into two parts.

In the first part (Chapters 1 to 5 ), we aim to allow as much as possible a self-contained reading of the volume. The main notions of convex analysis are recalled, together with those of measure theory, and of theory of variational convergences. Then we introduce some function spaces usually considered in calculus of variations, where we study some lower semiconti-
nuity and minimization problems for energy functionals. Such notions are also adapted to the new setting by means of the necessary changes and the required extensions.

At the end of the first part, Chapter 6 plays the role of a hinge chapter. It begins with a brief survey on some aspects of the theory of the standard functionals of the calculus of variations such as unique extension properties, representation as integrals of the calculus of variations, relaxation theory, and homogenization processes. Then, the mathematical aspects of some physical models, which suggest the notion of unbounded functional, are briefly explained.

By unique extension properties, we mean those types of problems in which one tries to extend a function defined in a set to a wider one by preserving some of its characteristic features, and gaining uniqueness of the extension.

The representation as integrals of the calculus of variations problems refers to the identification of sufficient conditions (possibly also necessary) on an abstract functional $F$ implying its description as

$$
F(\Omega, u)=\int_{\Omega} f(x, \nabla u) d x
$$

where $\Omega$ is the set-type variable and $u$ the configuration-type one.
Given a function $F$ defined in a topological space, relaxation problems deal with the study of representation formulas for the description of the relaxed function of $F$, namely of the greatest lower semicontinuous function less than or equal to $F$, having in mind the qualitative property according to which the greatest lower bound of a function agrees with the minimum of its relaxed function.

By homogenization problems we mean those in which one tries to simulate the behaviour of composite materials finely grained in a "regular" way (somehow comparable to a periodic distribution of two or more components) by means of a homogeneous one, and vice-versa. In this book, we restrict ourselves to the cases where such simulation can occur in the sense that the minimum energy of the homogeneous material turns out to be close, for every admissible external force, to the one of the composite materials, as much as the graining is fine.

In the physical models inspiring unbounded functionals, the energies involved have an integral form on "regular" configurations, but the energy densities $f$ are unbounded.

Thus, in the second part of the volume (Chapters 7 to 13), which is the most original one, a tentative theory of unbounded functionals is developed according to the scheme proposed in Chapter 6 , having in mind the described models and focusing mainly on homogenization. This is done, at least in the case of unique extension, integral representation and relaxation, for "translation invariant" functionals, i.e. functions that don't change their
values when both the set-type variable and the configuration-type one undergo translations.

Finally, in Chapter 14, the homogenization results obtained are exploited to provide some explicit descriptions of the homogenized materials relative to the unbounded energies proposed in Chapter 6.

In our opinion, the theory developed in such a way allows to obtain deeper results than the already known ones, and to address interesting new problems, including ones in applied mathematics.

In memory of Ennio De Giorgi and Jacques-Louis Lions, we would like to point out that several ideas contained in this book originated from their scientific visions and mathematical concepts.

We are also indebted to Haïm Brezis for his warm encouragements in the preparation of the book and for some deep discussions, and to Sergio Spagnolo for his friendly mathematical teachings.

Finally, we want to remark that the research activities on composite materials can be considered as a common effort, to which a lot of mathematicians contribute with different competencies. So we are also indebted to many colleagues for several comments and discussions.

The book contains both published and new results. It is mainly aimed at graduate students and researchers in mathematics, but we hope that it may be useful to engineers and continuum physicists.

Naples, July 2001
Luciano Carbone Riccardo De Arcangelis

$$
\begin{gathered}
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\end{gathered}
$$

Authors' addresses:
Luciano Carbone: Dipartimento di Matematica e Applicazioni "R. Caccioppoli", via Cintia, Complesso Monte S. Angelo, 80126 Napoli, Italy. E-mail: carbone@biol.dgbm.unina.it
Riccardo De Arcangelis: Dipartimento di Matematica e Applicazioni "R. Caccioppoli", via Cintia, Complesso Monte S. Angelo, 80126 Napoli, Italy. E-mail: dearcang@unina.it

## Basic Notations and Recalls

The present chapter is devoted to the introduction of the general notations and the basic facts that we are going to use throughout the book.

## Basic Notations

Let $X$ be a set. For every $S \subseteq X$ we denote by $\chi_{S}$ the characteristic function of $S$ defined by

$$
\chi_{S}(x)= \begin{cases}1 & \text { if } x \in S \\ 0 & \text { if } x \in X \backslash S\end{cases}
$$

and by $I_{S}$ the indicator function of $S$ given by

$$
I_{S}(x)= \begin{cases}0 & \text { if } x \in S \\ +\infty & \text { if } x \in X \backslash S\end{cases}
$$

If $f: X \rightarrow[-\infty,+\infty]$ and $x_{0} \in X$, we say that $x_{0}$ is a minimizer of $f$ if $x_{0}$ is a minimum point of $f$. Given $\left\{x_{h}\right\} \subseteq X$, we say that $\left\{x_{h}\right\}$ is a minimizing sequence of $f$ if the limit $\lim _{h \rightarrow+\infty} f\left(x_{h}\right)$ exists, and

$$
\lim _{h \rightarrow+\infty} f\left(x_{h}\right)=\inf \{f(x): x \in X\}
$$

For every $r \in \mathbf{R}$ we denote by $[r]$ the integer part of $r$, i.e. $[r]=$ $\max \{m \in \mathbf{Z}: m \leq r\}$.

Let $n \in \mathbf{N}$.
We say that an element of $(\mathbf{N} \cup\{0\})^{n}$ is a multiindex. For every multiindex $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ the length $|\alpha|$ of $\alpha$ is defined as $|\alpha|=\alpha_{1}+$ $\ldots+\alpha_{n}$.

We denote by $\mathbf{R}^{n}$ the space of the $n$-tuples $x=\left(x_{1} \ldots, x_{n}\right)$ of real numbers, that we endow with the usual scalar product, euclidean norm, and topology. For every $x, y \in \mathbf{R}^{n}$ we denote by $x \cdot y$, respectively by $|x|$,
the scalar product of $x$ and $y$, respectively the norm of $x$. We also denote by $\mathbf{e}_{1}=(1,0, \ldots, 0), \ldots, \mathbf{e}_{n}=(0, \ldots, 0,1)$ the elements of the canonical basis of $\mathbf{R}^{n}$, and by 0 both the origin of $\mathbf{R}^{n}$ and the real number zero, in general the meaning of 0 being clear from the context.

As usual, for every $x_{0} \in \mathbf{R}^{n}, S \subseteq \mathbf{R}^{n}$ and $\left.r \in\right] 0,+\infty$ [, we denote by $B_{r}\left(x_{0}\right)$ the open ball of $\mathbf{R}^{n}$ centred at $x_{0}$ and with radius $r$, by $Q_{r}\left(x_{0}\right)$ the open cube centred at $x_{0}$ having sidelength $r$, and set

$$
\begin{gathered}
\operatorname{dist}\left(x_{0}, S\right)=\inf \left\{\left|x_{0}-x\right|: x \in S\right\} \\
S_{r}^{-}=\{x \in S: \operatorname{dist}(x, \partial S)>r\} \quad S_{r}^{+}=\left\{x \in \mathbf{R}^{n}: \operatorname{dist}(x, S)<r\right\} .
\end{gathered}
$$

For tradition reasons, we set $Y=] 0,1\left[{ }^{n}\right.$.
We say that a subset of $\mathbf{R}^{n}$ is a polyhedral set if it can be expressed as the intersection of a finite number of closed half-spaces.

By $\mathcal{A}_{0}$ we denote the set of the bounded open subsets of $\mathbf{R}^{n}$. For every open subset $\Omega$ of $\mathbf{R}^{n}$, we denote by $\mathcal{A}(\Omega)$ the set of the open subsets of $\Omega$.

We denote by $\mathcal{L}^{n}$ the Lebesgue measure on $\mathbf{R}^{n}$. Given a Lebesgue measurable set $\Omega$, we denote by $\mathcal{L}_{n}(\Omega)$ the family of the Lebesgue measurable subsets of $\Omega$. When considering Lebesgue measure on subsets of $\mathbf{R}^{n}$, we generally write for simplicity "measurable," "a.e.," and so on in place of " $\mathcal{L}_{n}$-measurable," " $\mathcal{L}^{n}$-almost everywhere," and so on. For tradition reasons, we also write $d x$ in place of $d \mathcal{L}^{n}$ in the integrals of measurable functions.

Finally, we denote by $[-\infty,+\infty]$ the extended real numbers system, that we endow with the usual topological structure that makes it a compact space.

## Basic Topological Facts

Let $(U, \tau)$ be a topological space.
For every $A \subseteq U$ we denote by $\operatorname{int}(A), \bar{A}$ and $\partial A$ respectively the interior, the closure and the boundary of $A$.

Given $E \subseteq \mathbf{R}, \varepsilon_{0} \in \bar{E}$, a family $\left\{u_{\varepsilon}\right\}_{\varepsilon \in E} \subseteq U$ and $u \in U$, we write $u_{\varepsilon} \rightarrow u$ as $\varepsilon \rightarrow \varepsilon_{0}$ to mean that $\left\{u_{\varepsilon}\right\}_{\varepsilon \in E}$ converges to $u$ in $\tau$ as $\varepsilon \rightarrow \varepsilon_{0}$. In particular, if $\left\{u_{h}\right\}$ is a sequence of points of $U$, we write $u_{h} \rightarrow u$ to mean that $\left\{u_{h}\right\}$ converges to $u$ in $\tau$ as $h$ goes to $+\infty$.

For every $u \in U$ we denote by $\mathcal{N}(u)$ the set of the open neighborhoods of $u$ in $\tau$.

Let $\left\{u_{h}\right\} \subseteq U$ and $u \in U$. We say that $u$ is a cluster point of $\left\{u_{h}\right\}$ if for every $I \in \mathcal{N}(u)$ and every $h \in \mathbf{N}$ there exists $k \geq h$ such that $u_{k} \in I$.

It is clear that if $\left\{u_{h}\right\}$ converges, or if it has a converging subsequence, then the limit of $\left\{u_{h}\right\}$, as well as the limit of every converging subsequence of $\left\{u_{h}\right\}$, is a cluster point of $\left\{u_{h}\right\}$. The converse is not true in general
topological spaces, in the sense that a cluster point of $\left\{u_{h}\right\}$ need not be the limit of a converging subsequence of $\left\{u_{h}\right\}$. It is true if $U$ satisfies the first countability axiom.

We say that $X \subseteq U$ is sequentially closed if for every $\left\{u_{h}\right\} \subseteq X$ converging to $u \in U$ it results that $u \in X$.

It is obvious that a closed set is also sequentially closed, the converse being, in general, false.

We say that $K \subseteq U$ is compact if every open covering of $K$ has a finite subcovering, we say that $K$ is sequentially compact if every $\left\{u_{h}\right\} \subseteq K$ has a subsequence that converges to a point of $K$. We say that $K$ is relatively compact if $\bar{K}$ is compact, and that $K$ is relatively sequentially compact if $\bar{K}$ is sequentially compact.

We recall that, in general, the notions of compactness and of sequential compactness are independent (cf. for example [Ro, Chapter9, Problems 6 and 27]), and that they agree provided $U$ satisfies the first countability axiom.

If $U$ is a metric space and $X \subseteq U$, we say that $X$ is precompact if every $\left\{u_{h}\right\} \subseteq X$ has a Cauchy subsequence. It is clear that if $X$ is relatively sequentially compact, then it is also precompact. In general, the converse is not true, but it holds if $U$ is complete.

A topological space $\Omega$ is said to be locally compact if every point of $\Omega$ has a relatively compact neighborhood.

One of the most important topological notions with which the book is concerned is the one of lower semicontinuity, that we recall briefly.

Let $(U, \tau)$ be a topological space and $F: U \rightarrow[-\infty,+\infty]$.
We say that $F$ is $\tau$-lower semicontinuous, or simply lower semicontinuous if no ambiguity occurs, if for every $\lambda \in \mathbf{R}$ the set $\{u \in U: F(u)>\lambda\}$ is open.

For every $u \in U$ we denote by $\liminf _{v \rightarrow u} F(v)$ the lower limit of $F$ at $u$ defined by

$$
\liminf _{v \rightarrow u} F(v)=\sup _{I \in \mathcal{N}(u)} \inf _{v \in I} F(v)
$$

Let $u \in U$, we say that $F$ is lower semicontinuous at $u$ if

$$
F(u) \leq \liminf _{v \rightarrow u} F(v)
$$

Then it turns out that $F$ is lower semicontinuous if and only if $F$ is lower semicontinuous at $u$ for every $u \in U$. Consequently, lower semicontinuity turns out to be a local property.

It must be remarked that, since it is obviously always true that $F(u) \geq$ $\liminf _{v \rightarrow u} F(v)$ for every $u \in U$, it turns out that $F$ is lower semicontinuous if and only if

$$
F(u)=\liminf _{v \rightarrow u} F(v) \text { for every } u \in U
$$

It is clear that if $\left\{F_{\theta}\right\}_{\theta \in \mathcal{T}}$ is a collection of lower semicontinuous functions defined on $U$, then $u \in U \mapsto \sup _{\theta \in \mathcal{T}} F_{\theta}(u)$ too is lower semicontinuous. Analogously, if $\mathcal{T}$ is finite, then $u \in U \mapsto \inf _{\theta \in \mathcal{T}} F_{\theta}(u)$ too is lower semicontinuous, but, besides this case, in general the infimum of a family of lower semicontinuous functions need not be lower semicontinuous.

It is clear that a set $X \subseteq U$ is closed if and only if $I_{X}$ is lower semicontinuous.

We say that $F$ is sequentially $\tau$-lower semicontinuous, or simply sequentially lower semicontinuous if no ambiguity occurs, if

$$
F(u) \leq \liminf _{h \rightarrow+\infty} F\left(u_{h}\right) \text { for every } u \in U, \text { and every }\left\{u_{h}\right\} \subseteq U \text { with } u_{h} \rightarrow u
$$

It is clear that a lower semicontinuous function is also sequentially lower semicontinuous. The converse is, in general, false, but it becomes true if $U$ satisfies the first countability axiom.

Finally, we point out that

$$
\begin{equation*}
F(u) \leq \limsup _{h \rightarrow+\infty} F\left(u_{h}\right) \tag{0.1}
\end{equation*}
$$

whenever $\left\{u_{h}\right\} \subseteq U$, and $u$ is a cluster point of $\left\{u_{h}\right\}$.

## Basic Facts about Topological Vector Spaces and Banach Spaces

We now describe the main properties of those spaces in which topological structures interact with vectorial ones.

All the vector spaces that we are going to consider in this book will be real.

A vector space $W$ is said to be a topological vector space if $W$ is endowed with a topology for which the functions

$$
(u, v) \in W \times W \mapsto u+v \in W, \quad(\lambda, u) \in \mathbf{R} \times W \mapsto \lambda u \in W
$$

are continuous.
It is well known that in a topological vector space a set $I$ is a neighborhood of a point $u$ if and only if its translated $I-u=\{x-u: x \in I\}$ is a neighborhood of the origin.

A sequence $\left\{u_{h}\right\}$ of points of a topological vector space is said to be a Cauchy sequence if for every neighborhood $I$ of the origin there exists $n_{I} \in \mathbf{N}$ such that $u_{n}-u_{m} \in I$ whenever $n, m>n_{I}$. A topological vector space is sequentially complete if every Cauchy sequence converges to a point of the space. In a metric space the notions of sequential completeness coincides with the one of completeness.

A particular class of topological vector spaces is the one where the topology is generated by a family of seminorms.

Let $W$ be a vector space.
A seminorm on $W$ is a function $p: W \rightarrow[0,+\infty[$ such that

$$
p(\lambda v)=|\lambda| p(v) \text { for every } \lambda \in \mathbf{R} \text { and } v \in W,
$$

and

$$
p(u+v) \leq p(u)+p(v) \text { for every } u, v \in W .
$$

Of course, a seminorm $p$ on $W$ for which $p(u)=0$ implies $u=0$ is a norm on $W$. In this case, $W$ is said to be a normed space.

Then, if $\left\{p_{\theta}\right\}_{\theta \in \mathcal{T}}$ is a family of seminorms on $W$, for every $u \in U$ the family of the finite intersection of sets of the type $\left\{v \in W: p_{\theta}(v-u)<\eta\right\}$, with $\theta \in \mathcal{T}$ and $\eta>0$, forms a basis of neighborhoods of $u$, thus generating a topology on $W$ that makes it a topological vector space.

In particular, if $\left\{p_{\theta}\right\}_{\theta \in \mathcal{T}}$ is made up of a single norm, the topology generated by $\left\{p_{\theta}\right\}_{\theta \in \mathcal{T}}$ is nothing more than the one generated by the norm itself.

A complete normed space is said to be a Banach space.
As usual, for every topological vector space $W$, we denote by $W^{\prime}$ the dual space of $W$, i.e. the set of the real continuous linear functionals on $W$.

If, in addition, $W$ is also normed with norm $\|\cdot\|$, then $W^{\prime}$ turns out to be a Banach space, once we endow it with the dual norm

$$
\|\cdot\|_{W^{\prime}}: L \in W^{\prime} \mapsto \sup \{L(u): u \in W,\|u\| \leq 1\} .
$$

If $W$ is a topological vector space, and for every $\theta \in W^{\prime}$ we define $p_{\theta}: u \in W \mapsto|\theta(u)|$, then $p_{\theta}$ turns out to be a seminorm on $W$, and the topology generated by $\left\{p_{\theta}\right\}_{\theta \in W^{\prime}}$ is the so called weak topology on $W$, and is denoted by weak- $W$.

Analogously, if $W$ is a topological vector space, and for every $u \in W$ we define $p_{u}: \theta \in W^{\prime} \mapsto|\theta(u)|$, then $p_{u}$ turns out to be a seminorm on $W^{\prime}$, and the topology generated by $\left\{p_{u}\right\}_{u \in W}$ is the so called weak* topology on $W^{\prime}$, and is denoted by weak*- $W^{\prime}$.

In a normed space $W$ the norm is weakly lower semicontinuous since

$$
\|u\|_{W}=\sup \left\{L(u):\|L\|_{W^{\prime}} \leq 1\right\} \text { for every } u \in W
$$

and, just by definition, in the dual of a normed space the dual norm is weakly* lower semicontinuous.

We now recall the following weak and weak* compactness criteria.
The basic result in this field is a weak* compactness theorem based on Tychonoff's theorem.

Theorem 0.1 (Alaoglu's Theorem). Let $W$ be a Banach space. Then the strongly closed balls of $W^{\prime}$ are compact in the weak*- $W^{\prime}$ topology.

By using Alaoglu's theorem, it is easy to deduce a weak compactness criterium in reflexive spaces. Actually this criterium turns out to characterize reflexive spaces, and this is the deepest part of the following result.

Theorem 0.2 (Bourbaki-Kakutani-Šmulian Theorem). Let $W$ be a Banach space. Then $W$ is reflexive if and only if its strongly closed balls are compact in the weak- $W$ topology.

Bourbaki-Kakutani-Šmulian Theorem describes a weak compactness property. The result below is the key to deduce a similar result for sequential weak compactness.
Theorem 0.3 (Eberlein-Šmulian Theorem). Let $W$ be a Banach space, and $S \subseteq W$. Then the following facts are equivalent.
i) $S$ is relatively sequentially compact in the weak- $W$ topology,
ii) for every $\left\{u_{h}\right\} \subseteq S$ the set of the cluster points of $\left\{u_{h}\right\}$ in the weak- $W$ topology in nonempty,
iii) $S$ is relatively compact in the weak- $W$ topology.

By Bourbaki-Kakutani-Šmulian Theorem, and Eberlein-Šmulian Theorem, the result below follows.
Theorem 0.4. Let $W$ be a Banach space. Then $W$ is reflexive if and only if the strongly closed balls of $W$ are sequentially compact in the weak- $W$ topology.

We recall also the sequential version of Alaoglu's theorem. It holds under separability assumptions, and follows by exploiting the metrizability of the weak ${ }^{*}-W^{\prime}$ topology of the strongly closed balls of the dual of a separable Banach space $W$ (cf. for example [Br2, Corollaire III.26]).
Theorem 0.5. Let $W$ be a separable Banach space. Then the strongly closed balls of $W^{\prime}$ are sequentially compact in the weak*- $W^{\prime}$ topology.

Finally, we recall the following metrizability criterium (cf. for example [Br2, Théorème III.25]).
Theorem 0.6. Let $W$ be a Banach space. Then $W$ is separable if and only if for every ball $B$ of $W^{\prime}$ the weak*- $W^{\prime}$ topology on $B$ is metrizable.

## Basic Function Spaces

If $\Omega$ is a topological space, we denote by $C^{0}(\Omega)$ the set of the continuous real functions on $\Omega$, and with $C_{\mathrm{b}}^{0}(\Omega)$ the class of the bounded elements of $C^{0}(\Omega)$. It is clear that, if $\Omega$ is compact, then $C^{0}(\Omega)=C_{\mathrm{b}}^{0}(\Omega)$.

With a slight abuse of notations, we denote by $\|\cdot\|_{C^{0}(\Omega)}$ the norm

$$
\|\cdot\|_{C^{0}(\Omega)}: u \in C_{\mathrm{b}}^{0}(\Omega) \mapsto \sup _{\Omega}|u|
$$

call again with $C_{\mathrm{b}}^{0}(\Omega)$ the topology on $C_{\mathrm{b}}^{0}(\Omega)$ induced by this norm, and recall that, once we equip $C_{\mathrm{b}}^{0}(\Omega)$ with it, $C_{\mathrm{b}}^{0}(\Omega)$ becomes a Banach space.

If $u: \Omega \rightarrow[-\infty,+\infty]$, we define the support $\operatorname{spt}(u)$ of $u$ as the closure of $\{x \in \Omega: u(x) \neq 0\}$, and set

$$
C_{0}^{0}(\Omega)=\left\{u \in C^{0}(\Omega): \operatorname{spt}(u) \text { is compact }\right\}
$$

We also denote by $\widehat{C}_{0}^{0}(\Omega)$ the closure of $C_{0}^{0}(\Omega)$ in $C_{\mathrm{b}}^{0}(\Omega)$. Then it is clear that $\widehat{C}_{0}^{0}(\Omega)$ is a Banach space with norm $\|\cdot\|_{C^{0}(\Omega)}$, that $C_{0}^{0}(\Omega) \subseteq \widehat{C}_{0}^{0}(\Omega) \subseteq$ $C_{\mathrm{b}}^{0}(\Omega)$, and that, when $\Omega$ is compact, $C_{0}^{0}(\Omega)=\widehat{C}_{0}^{0}(\Omega)=C^{0}(\Omega)$.

It is easy to prove that $\max _{\Omega}|u|$ exists for every $u \in \widehat{C}_{0}^{0}(\Omega)$.
The space $\widehat{C}_{0}^{0}(\Omega)$ is usually called the space of the continuous functions vanishing at infinity, since, when $\Omega$ is Hausdorff and locally compact, it is easy to verify that $u \in \widehat{C}_{0}^{0}(\Omega)$ if and only if for every $\varepsilon>0$ there exists a compact subset $K$ of $\Omega$ such that $\sup _{K}|u|<\varepsilon$.

Let now $\Omega$ be an open subset of $\mathbf{R}^{n}$.
Given $m \in \mathbf{N}$, we denote by $C^{m}(\Omega)$ the set of the functions having continuous partial derivatives of order up to $m$ in $\Omega$, and by $C^{m}(\bar{\Omega})$ the one of the elements in $C^{m}(\Omega)$ that can be extended, together with all their partial derivatives of order up to $m$, to continuous functions on $\bar{\Omega}$. If, in addition, $\Omega$ is bounded, we endow $C^{m}(\bar{\Omega})$ with the usual topology induced by the norm

$$
\|\cdot\|_{C^{m}(\Omega)}: u \in C^{m}(\bar{\Omega}) \mapsto \max _{0 \leq|\alpha| \leq m}\left\|\left|\frac{\partial^{|\alpha|} u}{\partial x^{\alpha}}\right|\right\|_{C^{0}(\Omega)}
$$

In general, we endow $C^{m}(\Omega)$ with the usual topology generated by the family of seminorms $p_{A}: u \in C^{m}(\Omega) \mapsto\|u\|_{C^{m}(A)}$, with $A$ varying in the set of the bounded open subsets of $\Omega$ such that $\bar{A} \subseteq \Omega$. We denote again by $C^{m}(\Omega)$ such topology, and recall that, once endowed with it, $C^{m}(\Omega)$ becomes a complete metrizable topological vector space.

We set $C^{\infty}(\Omega)=\cap_{m \in \mathbf{N}} C^{m}(\Omega)$, and endow it with the usual topology generated by the family of seminorms $p_{m, A}: u \in C^{\infty}(\Omega) \mapsto\|u\|_{C^{m}(A)}$, with $m$ varying in $\mathbf{N} \cup\{0\}$, and $A$ in the set of the bounded open subsets of $\Omega$ such that $\bar{A} \subseteq \Omega$. We denote again by $C^{\infty}(\Omega)$ such topology, and recall that, once endowed with it, $C^{\infty}(\Omega)$ becomes a complete metrizable topological vector space.

Finally, for every $m \in \mathbf{N}$, we denote by $C_{0}^{m}(\Omega)$ the set of the functions in $C^{m}(\Omega)$ having compact support in $\Omega$, and set $C_{0}^{\infty}(\Omega)=\cap_{m \in \mathbf{N}} C_{0}^{m}(\Omega)$.

We will always identify the functions in $C_{0}^{0}(\Omega)$, with their null extensions to $\mathbf{R}^{n}$.

For every $z \in \mathbf{R}^{n}$ we denote by $u_{z}$ the linear function with gradient $z$, i.e.

$$
u_{z}: x \in \mathbf{R}^{n} \mapsto z \cdot x
$$

A function $u$ on $\mathbf{R}^{n}$ is said to be piecewise affine on $\mathbf{R}^{n}$ if it is continuous, and if

$$
u(x)=\sum_{j=1}^{m}\left(u_{z_{j}}(x)+c_{j}\right) \chi_{P_{j}}(x) \text { for every } x \in \cup_{j=1}^{m} \operatorname{int}\left(P_{j}\right)
$$

where $m \in \mathbf{N}, z_{1}, \ldots, z_{m} \in \mathbf{R}^{n}, c_{1}, \ldots, c_{m} \in \mathbf{R}$, and $P_{1}, \ldots, P_{m}$ are polyhedral sets with pairwise disjoint nonempty interiors such that $\cup_{j=1}^{m} P_{j}=\mathbf{R}^{n}$. We denote by $P A\left(\mathbf{R}^{n}\right)$ the set of the piecewise affine functions on $\mathbf{R}^{n}$. For every $u=\sum_{j=1}^{m}\left(u_{z_{j}}+s_{j}\right) \chi_{P_{j}}$ in $P A\left(\mathbf{R}^{n}\right)$ we set $B_{u}=\cup_{j=1}^{m}\left(\overline{P_{j}} \backslash \operatorname{int}\left(P_{j}\right)\right)$.

We will make use of the following approximation result (cf. for example [ET, Chapter X, Proposition 2.1]).
Theorem 0.8. Let $u \in C^{1}\left(\mathbf{R}^{n}\right)$. Then there exists $\left\{u_{h}\right\} \subseteq P A\left(\mathbf{R}^{n}\right)$ such that $\lim _{h \rightarrow+\infty}\left\|u_{h}-u\right\|_{C^{0}(K)}=0$, and

$$
\lim _{h \rightarrow+\infty} \sup \left\{\left|\nabla u(x)-\nabla u_{h}(x)\right|: x \in K \backslash B_{u_{h}}\right\}=0
$$

for every $K \subseteq \mathbf{R}^{n}$ compact.

## Chapter 1

## Elements of Convex Analysis

The present chapter is concerned with the main notions and results of convex analysis used in the book.

In the first section we present the basics of convex analysis in the abstract setting of locally convex topological vector spaces. Then the treatment goes on to the setting of $\mathbf{R}^{n}$, even if some of the results are still valid in more general frameworks.

In particular, the convex and the lower semicontinuous envelopes of a function are introduced and described, and their compositions in the two possible different orders are studied and compared. This study is motivated by the deep importance that both these composite operators have in calculus of variations.

For a deeper treatment of convex analysis, we refer, for example, to the books $[\mathrm{DuS}],[\mathrm{ET}],[\mathrm{R}]$, and $[\mathrm{RW}]$.

## §1.1 Convex Sets and Functions

Let $V$ be a vector space over the reals.
Given $k \in \mathbf{N}, x_{1}, \ldots, x_{k} \in V$, and $t_{1}, \ldots, t_{k} \in[0,+\infty[$ such that $\sum_{j=1}^{k} t_{j}=1$, we say that the point $\sum_{j=1}^{k} t_{j} x_{j}$ is a convex combination of $x_{1}, \ldots, x_{k}$.

In particular, if $x, y \in V$, and $t \in[0,1]$, the point $t x+(1-t) y$ is a convex combination of $x$ and $y$. From a geometrical point of view, a convex combination of $x$ and $y$ lies on the line through $x$ and $y$, but between them, thus the set $\{t x+(1-t) y: t \in[0,1]\}$ of the convex combinations of $x$ and $y$ is the closed line segment joining $x$ and $y$.

We say that $C \subseteq V$ is convex if $t x+(1-t) y \in C$ whenever $x, y \in C$, and $t \in[0,1]$. In other words, $C$ is convex if $C$ contains the closed line segment joining $x$ and $y$, whenever $x, y \in C$.

Equivalently, it is possible to say that $C \subseteq V$ is convex if $\sum_{j=1}^{k} t_{j} x_{j}$ whenever $k \in \mathbf{N}, x_{1}, \ldots, x_{k} \in C$, and $t_{1}, \ldots, t_{k} \in[0,+\infty[$ are such that $\sum_{j=1}^{k} t_{j}=1$. As above, it is possible to say that $C$ is convex if $C$ contains all the convex combinations of finitely many of its points.

It is clear that if $\left\{C_{\theta}\right\}_{\theta \in \mathcal{T}}$ is a collection of convex sets, then $\cap_{\theta \in \mathcal{T}} C_{\theta}$ too is convex. On the contrary, the union of two convex sets need not be convex.

A fundamental tool for the study of convex analysis is furnished by the separation properties of convex sets.

To describe precisely such argument, we need to recall briefly the notion of locally convex topological vector space.

A topological vector space is said to be locally convex if the origin possesses a fundamental family of convex neighborhoods. For example, every topological vector space whose topology is generated by a family of seminorms is locally convex.

It is important to note that the converse is also true. In fact, by using Minkowski functionals, it can be proved that, given a locally convex topological vector space $W$, a family of seminorms on $W$ can be constructed that generates the topology of $W$. Thus, locally convex topological vector spaces turn out to place, in some sense, intermediately between topological vector spaces and normed spaces.

A subset $H$ of $V$ is said to be a hyperplane if $H=\{x \in V: L(x)=c\}$ for some $L \in V^{\prime}$ not identically equal to zero, and $c \in \mathbf{R}$.

Given $A, B \subseteq V$, and a hyperplane $H$ of $V$ with $H=\{x \in V: L(x)=$ $c\}$, we say that $H$ separates $A$ and $B$ if $L(x) \leq c$ for every $x \in A$ and $L(x) \geq c$ for every $x \in B$. We say that $H$ strictly separates $A$ and $B$ if $L(x)<c$ for every $x \in A$ and $L(x)>c$ for every $x \in B$.

If now $W$ is a topological vector space, it is well known that a hyperplane $H$ of $W$ is closed if and only if the linear functional that determines $H$ is continuous.

We can now recall the Separation Theorem.
Theorem 1.1.1 (Separation Theorem). Let $W$ be a Hausdorff locally convex topological vector space, $C \subseteq W$ be closed and convex, and $x_{0} \in$ $W \backslash C$. Then $C$ and $x_{0}$ can be strictly separated by a closed hyperplane of $W$.

One of the most significant consequences for our purposes of the Separation Theorem is deduced in the following result.
Theorem 1.1.2. Let $W$ be a Banach space, and $C \subseteq W$ be convex. Then the following conditions
i) $C$ is closed in the strong topology of $W$,
ii) $C$ is closed in the weak- $W$ topology,
iii) $C$ is sequentially closed in the weak- $W$ topology
are equivalent.

Proof. It is clear that ii) implies i).
On the contrary, if i) holds, then, by the Separation Theorem, it turns out that $C$ agrees with the intersection of all the strongly closed half-spaces that contain $C$ itself. Let $\Sigma$ be one of such half-spaces, then $W \backslash \Sigma$ is trivially open in the weak- $W$ topology, and therefore $\Sigma$ is also closed in the weak- $W$ one. Because of this, $C$ turns out to be closed in the weak- $W$ topology.

To complete the proof, let us assume that iii) holds. Then $C$ is sequentially closed in $W$, and therefore it is closed in $W$. Because of this, and by the previous equivalence, $C$ turns out to be closed in the weak- $W$ topology, and ii) holds.

In a similar order of ideas, the result below holds when weak* topologies are considered. To prove it, we first need to recall the Krein-Šmulian closedness criterium.

Theorem 1.1.3 (Krein-Šmulian Theorem). Let $W$ be a Banach space, and $C \subseteq W^{\prime}$ be convex. Then $C$ is closed in the weak*- $W^{\prime}$ topology if and only so does $C \cap\left\{y \in W^{\prime}:\|y\|_{W^{\prime}} \leq r\right\}$ for every $r>0$.

Theorem 1.1.4. Let $W$ be a separable Banach space, and $C \subseteq W^{\prime}$ be convex. Then $C$ is closed in the weak*- $W^{\prime}$ topology if and only if $C$ is sequentially closed in the weak*- $W^{\prime}$ topology.

Proof. We only have to prove that if $C$ is sequentially closed in the weak*$W^{\prime}$ topology, then $C$ is closed in the same one.

To do this, let us assume that $C$ is sequentially closed in the weak*- $W^{\prime}$ topology.

By virtue of Krein-Šmulian Theorem, to prove the claim it suffices to verify that, for fixed $k \in \mathbf{N}, C \cap\left\{y \in W^{\prime}:\|y\|_{W^{\prime}} \leq k\right\}$ is closed in the weak*- $W^{\prime}$ topology.

Let $k \in \mathbf{N}$. Then, by Theorem $0.6, C \cap\left\{y \in W^{\prime}:\|y\|_{W^{\prime}} \leq k\right\}$ turns out to be closed in the weak*- $W^{\prime}$ topology if and only if it is sequentially closed in the same one.

To prove this last condition, we observe that $\|\cdot\|_{W^{\prime}}$ is weak ${ }^{*}-W^{\prime}$-lower semicontinuous, and that, consequently, $\left\{y \in W^{\prime}:\|y\|_{W^{\prime}} \leq k\right\}$ turns out to be closed in weak ${ }^{*}-W^{\prime}$. This, together with the sequential closure in weak*- $W^{\prime}$ of $C$, provides the proof.

We now confine ourselves to the study of convex subsets of $\mathbf{R}^{n}$.
Convex subsets of $\mathbf{R}^{n}$ enjoy the special feature to possess always "interior" points.

To see this, we recall that a subset $M$ of $\mathbf{R}^{n}$ is said to be affine if it is the translate of a vector subspace of $\mathbf{R}^{n}$.

For a given $S \subseteq \mathbf{R}^{n}$ we denote by aff $(S)$ the affine hull of $S$, defined as the intersection of all the affine sets containing $S$. It is clear that aff $(S)$ turns out to be the smallest affine set containing $S$.

If $C \subseteq \mathbf{R}^{n}$ is convex, we denote by $\mathrm{ri}(C)$ the relative interior of $C$, i.e. the set of the interior points of $C$, in the topology of aff $(C)$, once we regard it as a subspace of $\operatorname{aff}(C)$, and by $\operatorname{rb}(C)$ the relative boundary of $C$, i.e. the set $\bar{C} \backslash \operatorname{ri}(C)$. When $\operatorname{aff}(C)=\mathbf{R}^{n}$ we write as usual $\operatorname{ri}(C)=\operatorname{int}(C)$ and $\operatorname{rb}(C)=\partial C$.

The following result summarizes the main properties of relative interiors, and can be proved by means of standard techniques in convex analysis (cf. for example [R, Section 6]).

Proposition 1.1.5. Let $C \subseteq \mathbf{R}^{n}$ be nonempty and convex. Then $\mathrm{ri}(C)$ is nonempty and convex, $\bar{C}$ is convex,

$$
\begin{aligned}
& \operatorname{aff}(\operatorname{ri}(C))=\operatorname{aff}(\bar{C})=\operatorname{aff}(C), \\
& \overline{\operatorname{ri}(C)}=\bar{C}, \quad \operatorname{ri}(\bar{C})=\operatorname{ri}(C)
\end{aligned}
$$

and

$$
\overline{x_{0}+t\left(C-x_{0}\right)}=x_{0}+t\left(\bar{C}-x_{0}\right) \subseteq \operatorname{ri}(C) \text { for every } x_{0} \in \operatorname{ri}(C), t \in[0,1[.
$$

By the Separation Theorem, we deduce the following representation result.

Proposition 1.1.6. Let $C \subseteq \mathbf{R}^{n}$ be closed and convex. Then there exists a sequence of open half-spaces $\left\{\Sigma_{h}\right\}$ such that $C=\cap_{h \in \mathbf{N}} \Sigma_{h}$, i.e. there exist $\left\{z_{h}\right\} \subseteq \mathbf{R}^{n} \backslash\{0\}$ and $\left\{c_{h}\right\} \subseteq \mathbf{R}$ such that

$$
x \in C \text { if and only if } z_{h} \cdot x<c_{h} \text { for every } h \in \mathbf{N} .
$$

Proof. Let us first assume that $\operatorname{int}(C) \neq \emptyset$.
Let $\left\{x_{h}\right\}$ be a dense sequence in $\mathbf{R}^{n} \backslash C$. Then, by the Separation Theorem, for every $h \in \mathbf{N}$ there exists a hyperplane $H_{h}$ that strictly separates $C$ and $x_{h}$. For every $h \in \mathbf{N}$ let $\Sigma_{h}$ be the open half-space containing $C$ whose boundary is $H_{h}$. Let us prove that $C=\cap_{h \in \mathbf{N}} \Sigma_{h}$.

It is obvious that

$$
C \subseteq \cap_{h \in \mathbf{N}} \Sigma_{h}
$$

hence we have to prove only that

$$
\mathbf{R}^{n} \backslash C \subseteq \mathbf{R}^{n} \backslash \cap_{h \in \mathbf{N}} \Sigma_{h}
$$

To do this, let $x \in \mathbf{R}^{n} \backslash C$, and set $C_{x}=\{t x+(1-t) y: y \in \operatorname{int}(C), t \in$ $\left[0,1[ \}\right.$. Then, since $\operatorname{int}(C) \neq \emptyset, C_{x}$ turns out to be nonempty and open.

Since $\mathbf{R}^{n} \backslash C$ is open, and $\left\{x_{h}\right\}$ is dense in $\mathbf{R}^{n} \backslash C$, we can find $\bar{h} \in \mathbf{N}$ such that $x_{\bar{h}} \in\left(\mathbf{R}^{n} \backslash C\right) \cap C_{x}$.

It is clear that $C \subseteq \Sigma_{\bar{h}}$, and $x_{\bar{h}} \notin \Sigma_{\bar{h}}$. Moreover it turns out that $x \notin \Sigma_{\bar{h}}$, otherwise, since $\Sigma_{\bar{h}}$ is convex, we would also have that $x_{\bar{h}} \in C_{x} \subseteq$ $\Sigma_{\bar{h}}$. Consequently, $x \in \mathbf{R}^{n} \backslash \cap_{h \in \mathbf{N}} \Sigma_{h}$, and the proof follows under the assumption that $\operatorname{int}(C) \neq \emptyset$.

Finally, if $\operatorname{int}(C)=\emptyset$, we can regard $C$ as a subset of aff $(C)$, where $C$ has "nonempty interior," and repeat the above considerations by replacing $\mathbf{R}^{n}$ with $\operatorname{aff}(C)$, and $\operatorname{int}(C)$ with ri( $(C)$, thus obtaining a sequence $\left\{\Sigma_{h}^{\prime}\right\}$ of half-spaces in $\operatorname{aff}(C)$ such that

$$
\begin{equation*}
C=\cap_{h \in \mathbf{N}} \Sigma_{h}^{\prime} . \tag{1.1.1}
\end{equation*}
$$

For every $h \in \mathbf{N}$, we now take a half-space $\Sigma_{h}$ of $\mathbf{R}^{n}$ satisfying $\Sigma_{h}^{\prime}=$ $\Sigma_{h} \cap \operatorname{aff}(C)$. Then, once we observe that a finite number of half-spaces $\widetilde{\Sigma}_{1} \ldots, \widetilde{\Sigma}_{m}$ of $\mathbf{R}^{n}$ can be found such that aff $(C)=\cap_{j=1}^{m} \widetilde{\Sigma}_{j}$, by (1.1.1), it follows that

$$
C=\left(\cap_{h \in \mathbb{N}} \Sigma_{h}\right) \cap \widetilde{\Sigma}_{1} \cap \ldots \cap \widetilde{\Sigma}_{m},
$$

which proves the theorem.
Let $C \subseteq \mathbf{R}^{n}$ be convex. A supporting half-space to $C$ is a closed halfspace containing $C$ and having a point of $C$ in its boundary. A non-trivial supporting hyperplane to $C$ is a hyperplane not containing $C$ which is the boundary of a supporting half-space to $C$.

The following result is well known (cf. for example [ R , Theorem 11.6]).
Theorem 1.1.7. Let $C$ be a convex subset of $\mathbf{R}^{n}$, and let $x \in C$. Then there exists a non-trivial supporting hyperplane to $C$ containing $x$ if and only if $x \notin \operatorname{ri}(C)$.

We now define convex functions.
To do this, we first have to specify some rules to properly carry out arithmetic operations in $[-\infty,+\infty]$.

Of course the result of arithmetic operations between real elements of $[-\infty,+\infty]$ is well defined, as well as the one between elements of $[-\infty,+\infty]$ when no reasonable ambiguity may occur. Thus, for example, we naturally accept to define $+\infty$ as the result of expressions like $x+(+\infty)$, and $\lambda \cdot(+\infty)$, when $x \in]-\infty,+\infty]$, and $\lambda \in] 0,+\infty]$. Analogously, we define $-\infty$ as the result of expressions like $x+(-\infty)$, and $\lambda \cdot(-\infty)$, when $x \in[-\infty,+\infty[$ and $\lambda \in[-\infty,+\infty[$.

On the contrary, expressions like $0 \cdot(+\infty), 0 \cdot(-\infty),-\infty+(+\infty)$, and $+\infty+(-\infty)$ present a higher degree of ambiguity, and their values may depend on the general context in which they are considered.

In the context of convex analysis, it is customary to set $0 \cdot(+\infty)=$ $(+\infty) \cdot 0=0 \cdot(-\infty)=(-\infty) \cdot 0=0$, and to adopt the so called inf-addition convention in which $-\infty+(+\infty)=+\infty+(-\infty)=+\infty$.

Under these rules, extended arithmetic obeys associative, commutative, and distributive laws, with the only exception of the equality

$$
\lambda \cdot(+\infty+(-\infty))=\lambda \cdot(+\infty)+\lambda \cdot(-\infty)
$$

that no more holds when $\lambda<0$.
In addition, in the sequel we will take into account last upper bounds and greatest lower bounds of possibly empty sets. In this case, as usual, we set $\inf \emptyset=+\infty$, and $\sup \emptyset=-\infty$.

For every set $U$, and every $F: U \rightarrow[-\infty,+\infty]$ we define the effective domain of $F$ as

$$
\operatorname{dom} F=\{x \in U: F(x)<+\infty\}
$$

and the epigraph of $F$ as

$$
\operatorname{epi} F=\{(x, \lambda) \in U \times \mathbf{R}: F(x) \leq \lambda\}
$$

It is clear that $\operatorname{dom} F$ is the projection of epi $F$ on $U$, in the sense that

$$
\operatorname{dom} F=\{x \in U:(x, \lambda) \in \operatorname{epi} F \text { for some } \lambda \in \mathbf{R}\}
$$

Let $V$ be a vector space, and $C \subseteq V$ be convex.
A function $F: C \rightarrow[-\infty,+\infty]$ is said to be convex if

$$
F(t x+(1-t) y) \leq t F(x)+(1-t) F(y) \text { for every } x, y \in V, t \in[0,1]
$$

From a geometrical point of view, we can say that $F$ is convex if $F$ along the convex combinations of two points of its domain lies below the convex combinations of its values.

Equivalently, it is easy to verify that $F$ is convex if and only if

$$
F\left(\sum_{j=1}^{k} t_{j} x_{j}\right) \leq \sum_{j=1}^{k} t_{j} F\left(x_{j}\right)
$$

for every $k \in \mathbf{N}, x_{1}, \ldots, x_{k} \in C, t_{1}, \ldots, t_{k} \in\left[0,+\infty\left[\right.\right.$ such that $\sum_{j=1}^{k} t_{j}=1$.
If $F: C \rightarrow[-\infty,+\infty]$, then the function

$$
\widehat{F}: x \in V \mapsto \begin{cases}F(x) & \text { if } x \in C \\ +\infty & \text { if } x \in V \backslash C\end{cases}
$$

is convex if and only if $C$ is convex, and $F$ is a convex function. Consequently, it is not restrictive to consider functions defined on the whole $V$.

A convex function $F: V \rightarrow[-\infty,+\infty]$ that takes the value $-\infty$ in a point $x_{0}$ behaves in a very special way. In fact it is easy to verify that in this case for every $x_{1} \in V$ there exists $t_{1} \in[0,1]$ such that $F\left((1-t) x_{0}+t x_{1}\right)=$ $-\infty$ for every $t \in\left[0, t_{1}\left[, F\left((1-t) x_{0}+t x_{1}\right)=+\infty\right.\right.$ for every $\left.\left.t \in\right] t_{1}, 1\right]$, and $F\left(\left(1-t_{1}\right) x_{0}+t_{1} x_{1}\right)$ may be any value in $[-\infty,+\infty]$.

It is clear that if $\left\{F_{\theta}\right\}_{\theta \in \mathcal{T}}$ is a collection of convex functions defined on $V$, then $x \in V \mapsto \sup _{\theta \in \mathcal{T}} F_{\theta}(x)$ too is convex. On the contrary, the minimum of two convex functions need not be convex.

It is also obvious that, given $C \subseteq V$, it results that $C$ is convex if and only if $I_{C}$ is a convex function.

Proposition 1.1.8. Let $V$ be a vector space, and $F: V \rightarrow[-\infty,+\infty]$. Then $F$ is convex if and only if epi $F$ is convex.

Proof. Let us first assume that $F$ is convex, and let $\left(x_{1}, \lambda_{1}\right),\left(x_{2}, \lambda_{2}\right) \in$ $\operatorname{epi} F, t \in[0,1]$. Then

$$
F\left(t x_{1}+(1-t) x_{2}\right) \leq t F\left(x_{1}\right)+(1-t) F\left(x_{2}\right) \leq t \lambda_{1}+(1-t) \lambda_{2}
$$

that is $t\left(x_{1}, \lambda_{1}\right)+(1-t)\left(x_{2}, \lambda_{2}\right) \in$ epi $F$. Because of this, the convexity of epi $F$ follows.

Conversely, let us assume that epi $F$ is convex, and let $x_{1}, x_{2} \in V$, $t \in[0,1]$. We can clearly assume that $x_{1}, x_{2} \in \operatorname{dom} F$. Let $\lambda_{1}, \lambda_{2} \in \mathbf{R}$ be such that $\left(x_{1}, \lambda_{1}\right),\left(x_{2}, \lambda_{2}\right) \in \operatorname{epi} F$. Then, because of the convexity of epi $F$, we have that $t\left(x_{1}, \lambda_{1}\right)+(1-t)\left(x_{2}, \lambda_{2}\right) \in \operatorname{epi} F$, that is

$$
F\left(t x_{1}+(1-t) x_{2}\right) \leq t \lambda_{1}+(1-t) \lambda_{2}
$$

Because of this, the proof follows letting $\lambda_{1}$ decrease to $F\left(x_{1}\right)$, and $\lambda_{2}$ decrease to $F\left(x_{2}\right)$.

Besides convexity, also lower semicontinuity properties can be characterized by means of epigraphs.

Proposition 1.1.9. Let $(U, \tau)$ be a topological space, and $F: U \rightarrow[-\infty$, $+\infty$ ]. Then $F$ is $\tau$-lower semicontinuous if and only if epi $F$ is closed in the product topology of $U \times \mathbf{R}$.

Proof. Let us first assume that $F$ is $\tau$-lower semicontinuous. Let us prove that $U \times \mathbf{R} \backslash$ epi $F$ is open.

Let $\left(x_{0}, \lambda_{0}\right) \in U \times \mathbf{R} \backslash \operatorname{epi} F$. Then $\lambda_{0}<F\left(x_{0}\right)$, and let $\left.\lambda \in\right] \lambda_{0}, F\left(x_{0}\right)[$. By the $\tau$-lower semicontinuity of $F$, there exists $I_{x_{0}} \in \mathcal{N}\left(x_{0}\right)$ such that $\lambda<F(x)$ for every $x \in I_{x_{0}}$, and therefore $\left.I_{x_{0}} \times\right] \lambda_{0}-1, \lambda[$ turns out to be a neighborhood of $\left(x_{0}, \lambda_{0}\right)$ having empty intersection with epi $F$. Because of this, it follows that $U \times \mathbf{R} \backslash \operatorname{epi} F$ is open.

Conversely, let us assume that epi $F$ is closed. Then $\{(x, \lambda) \in U \times \mathbf{R}$ : $F(x)>\lambda\}$ is open in the product topology of $U \times \mathbf{R}$, and, consequently,
for every $\lambda \in \mathbf{R},\{x \in U: F(x)>\lambda\}$ is open in $U$. This yields the $\tau$-lower semicontinuity of $F$.

We now study some properties of convex, lower semicontinuous functions.

Proposition 1.1.10. Let $W$ be a topological vector space, and $F: W \rightarrow$ $[-\infty,+\infty]$ be convex and lower semicontinuous. Assume that $F$ takes the value $-\infty$. Then $F(W) \subseteq\{-\infty,+\infty\}$.

Proof. Let $x_{0} \in W$ be such that $F\left(x_{0}\right)=-\infty$, and let $x_{1} \in W$. Then, by the lower semicontinuity, and the convexity of $F$, it follows that

$$
\begin{gathered}
F\left(x_{1}\right) \leq \liminf _{x \rightarrow x_{1}} F(x) \leq \liminf _{t \rightarrow 0^{+}} F\left(t x_{0}+(1-t) x_{1}\right) \leq \\
\leq \liminf _{t \rightarrow 0^{+}}\left\{t F\left(x_{0}\right)+(1-t) F\left(x_{1}\right)\right\}=-\infty+F\left(x_{1}\right),
\end{gathered}
$$

from which the nonfiniteness of $F\left(x_{1}\right)$ can be deduced.
By the arbitrariness of $x_{1}$, the proof follows.
The following result yields a characterization of convex, lower semicontinuous functions.

Theorem 1.1.11. Let $W$ be a locally convex topological vector space, and $F: W \rightarrow[-\infty,+\infty]$. Then $F$ is convex, lower semicontinuous, and identically equal to $-\infty$ provided $F(x)=-\infty$ for at least one $x \in W$ if and only if
$F(x)=\sup \left\{L(x)+c: L \in W^{\prime}, c \in \mathbf{R}, L+c \leq F\right.$ in $\left.W\right\}$ for every $x \in W$.
Proof. For the sake of simplicity, let us set

$$
s: x \in W \mapsto \sup \left\{L(x)+c: L \in W^{\prime}, c \in \mathbf{R}, L+c \leq F \text { in } W\right\}
$$

Then it is clear that $s$ is convex, lower semicontinuous, and that

$$
\begin{equation*}
s(x) \leq F(x) \text { for every } x \in W \tag{1.1.2}
\end{equation*}
$$

Consequently, if $F(x)=s(x)$ for every $x \in W$, it follows that $F$ is convex and lower semicontinuous. In addition, if $F(x)=-\infty$ for some $x \in W$, then $\left\{L(x)+c: L \in W^{\prime}, c \in \mathbf{R}, L+c \leq F\right.$ in $\left.W\right\}=\emptyset$, and $F$, being the pointwise supremum of the empty set, is identically equal to $-\infty$.

Conversely, let us assume that $F$ is convex, lower semicontinuous, and that, if $F(x)=-\infty$ for some $x \in W$. Then $F(x)=-\infty$ for every $x \in W$.

We can assume that $\operatorname{dom} F \neq \emptyset$, otherwise the theorem is obvious. Then, by Proposition 1.1.8, and Proposition 1.1.9, epi $F$ turns out to be nonempty, convex, and closed in the product topology of $W \times \mathbf{R}$.

Let $x_{0} \in W$. If $F\left(x_{0}\right)=-\infty$, then $F(x)=-\infty$ for every $x \in W$ and $\left\{L(x)+c: L \in W^{\prime}, c \in \mathbf{R}, L+c \leq F\right.$ in $\left.W\right\}=\emptyset$. Consequently, $s(x)=-\infty$ for every $x \in W$, and the theorem follows.

If $F\left(x_{0}\right)>-\infty$, let $\left.\lambda_{0} \in\right]-\infty, F\left(x_{0}\right)\left[\right.$, then $\left(x_{0}, \lambda_{0}\right) \notin \mathrm{epi} F$, and by the Separation Theorem, there exist $(L, a) \in W^{\prime} \times \mathbf{R} \backslash(0,0)$ and $c \in \mathbf{R}$ such that

$$
\begin{equation*}
L\left(x_{0}\right)+a \lambda_{0}<c<L(x)+a \lambda \text { for every }(x, \lambda) \in \operatorname{epi} F . \tag{1.1.3}
\end{equation*}
$$

Moreover, since (1.1.3) yields

$$
a>\frac{c}{\lambda}-\frac{1}{\lambda} L(x) \text { for every } x \in \operatorname{dom} F, \lambda>\max \{F(x), 0\},
$$

we obtain that $a \geq 0$.
Let us consider separately the cases $a>0$, and $a=0$.
If $a>0$, we have that

$$
\begin{equation*}
\lambda_{0}<\frac{c}{a}-\frac{1}{a} L\left(x_{0}\right), \tag{1.1.4}
\end{equation*}
$$

and by the second inequality in (1.1.3) with $(x, \lambda)=(x, F(x))$, that

$$
\begin{equation*}
\frac{c}{a}-\frac{1}{a} L(x)<F(x) \text { for every } x \in \operatorname{dom} F \text {. } \tag{1.1.5}
\end{equation*}
$$

By (1.1.4), and (1.1.5) we deduce that $\frac{c}{a}-\frac{1}{a} L$ is just one of the functionals appearing in the definition of $s$, thus, by (1.1.4), we conclude that

$$
\left.\lambda_{0}<s\left(x_{0}\right) \text { for every } \lambda_{0} \in\right]-\infty, F\left(x_{0}\right)[,
$$

and therefore that

$$
\begin{equation*}
F\left(x_{0}\right) \leq s\left(x_{0}\right) \text { for every } x_{0} \in W, \text { provided } a>0 . \tag{1.1.6}
\end{equation*}
$$

In particular, since (1.1.3) yields

$$
L\left(x_{0}\right)+a \lambda_{0}<c<L\left(x_{0}\right)+a F\left(x_{0}\right) \text { if } x_{0} \in \operatorname{dom} F,
$$

we conclude that, if $x_{0} \in \operatorname{dom} F$, then $a>0$, and by the previously treated case, that

$$
\begin{equation*}
F(x) \leq s(x) \text { for every } x \in \operatorname{dom} F . \tag{1.1.7}
\end{equation*}
$$

If now $a=0$, let $y_{0} \in \operatorname{dom} F$, and $\left.\mu_{0} \in\right]-\infty, F\left(y_{0}\right)[$. Then, by (1.1.7), we get $M \in W^{\prime}$, and $b \in \mathbf{R}$ such that

$$
\begin{equation*}
\mu_{0}<M\left(y_{0}\right)+b \quad M(x)+b \leq F(x) \text { for every } x \in W . \tag{1.1.8}
\end{equation*}
$$

Therefore, by (1.1.8), and (1.1.3) with $a=0$ we conclude that

$$
M(x)+b+\gamma(c-L(x)) \leq F(x) \text { for every } x \in W, \gamma>0,
$$

and

$$
\begin{equation*}
\lambda_{0}<M\left(x_{0}\right)+b+\gamma\left(c-L\left(x_{0}\right)\right) \text { provided } \gamma \text { is large enough. } \tag{1.1.9}
\end{equation*}
$$

Consequently, for $\gamma$ sufficiently large, $M+b+\gamma(c-L)$ is just one of the functionals appearing in the definition of $s$, thus, by (1.1.9), we conclude that

$$
\left.\lambda_{0}<s\left(x_{0}\right) \text { for every } \lambda_{0} \in\right]-\infty, F\left(x_{0}\right)[,
$$

and therefore that

$$
\begin{equation*}
F\left(x_{0}\right) \leq s\left(x_{0}\right) \text { for every } x_{0} \in W \text {, if } a=0 . \tag{1.1.10}
\end{equation*}
$$

In conclusion, by (1.1.2), (1.1.6), and (1.1.10) the identity between $F$ and $s$ follows. This completes the proof.

When $W=\mathbf{R}^{n}$ Theorem 1.1.11 can be specified, as shown in the result below.

Proposition 1.1.12. Let $\left.\left.f: \mathbf{R}^{n} \rightarrow\right]-\infty,+\infty\right]$ be convex and lower semicontinuous. Then there exist $\left\{a_{h}\right\} \subseteq \mathbf{R}^{n}$ and $\left\{b_{h}\right\} \subseteq \mathbf{R}$ such that

$$
f(z)=\sup \left\{a_{h} \cdot z+b_{h}: h \in \mathbf{N}\right\} \text { for every } z \in \mathbf{R}^{n} .
$$

Proof. Of course we can assume that $f$ is not identically equal to $+\infty$.
The proof is similar to the one of Proposition 1.1.6 with $C=\operatorname{epi} f$, but by using Theorem 1.1.11 in place of the Separation Theorem.

Let us first assume that $\operatorname{int}(\operatorname{dom} f) \neq \emptyset$, and let us observe that in this case int $($ epi $f) \neq \emptyset$.

Let $\left\{\left(z_{h}, \lambda_{h}\right)\right\}$ be a countable dense sequence in $\mathbf{R}^{n+1} \backslash$ epi $f$. Then, by Theorem 1.1.11, for every $h \in \mathbf{N}$ there exist $a_{h} \in \mathbf{R}^{n}$ and $b_{h} \in \mathbf{R}$ such that

$$
\lambda_{h}<a_{h} \cdot z_{h}+b_{h}, \quad a_{h} \cdot z+b_{h} \leq f(z) \text { for every } z \in \mathbf{R}^{n} .
$$

It is obvious that

$$
\begin{equation*}
\sup \left\{a_{h} \cdot z+b_{h}: h \in \mathbf{N}\right\} \leq f(z) \text { for every } z \in \mathbf{R}^{n} . \tag{1.1.11}
\end{equation*}
$$

To prove the reverse inequality, let $z \in \mathbf{R}^{n}$ and $\lambda<f(z)$, and set $E=\{t(z, \lambda)+(1-t) y: y \in \operatorname{int}($ epi $f), t \in[0,1[ \}$, then $E$ turns out to be nonempty and open. Moreover, since $\mathbf{R}^{n+1} \backslash$ epi $f$ is open, we can find $\bar{h} \in \mathbf{N}$ such that $\left(z_{\bar{h}}, \lambda_{\bar{h}}\right) \in\left(\mathbf{R}^{n+1} \backslash\right.$ epif $) \cap E$.

At this point the same arguments of the proof of Proposition 1.1.6 apply, and we deduce that $\lambda<a_{\bar{h}} \cdot z+b_{\bar{h}}$, and hence that

$$
\begin{equation*}
f(z) \leq \sup \left\{a_{h} \cdot z+b_{h}: h \in \mathbf{N}\right\} \text { for every } z \in \mathbf{R}^{n} . \tag{1.1.12}
\end{equation*}
$$

By (1.1.11) and (1.1.12), the proposition follows when $\operatorname{int}(\operatorname{dom} f) \neq \emptyset$.
If now $\operatorname{int}(\operatorname{dom} f)=\emptyset$, we can regard $\operatorname{dom} f$ as a subset of $\operatorname{aff}(\operatorname{dom} f)$, and repeat the above considerations by replacing $\mathbf{R}^{n}$ with $\operatorname{aff}(\operatorname{dom} f)$, and $\operatorname{int}(\operatorname{dom} f)$ with $\operatorname{ri}(\operatorname{dom} f)$, thus obtaining $\left\{a_{h}^{\prime}\right\} \subseteq \mathbf{R}^{n}$ and $\left\{b_{h}^{\prime}\right\} \subseteq \mathbf{R}$ such that

$$
\begin{equation*}
f(z)=\sup \left\{a_{h}^{\prime} \cdot z+b_{h}^{\prime}: h \in \mathbf{N}\right\} \text { for every } z \in \operatorname{aff}(\operatorname{dom} f) \tag{1.1.13}
\end{equation*}
$$

In order to complete the proof, let us assume for the moment that $f(z) \geq 0$ for every $z \in \mathbf{R}^{n}$.

Let us take $\left\{a_{h}^{\prime \prime}\right\} \subseteq \mathbf{R}^{n}$ and $\left\{b_{h}^{\prime \prime}\right\} \subseteq \mathbf{R}$ such that

$$
\begin{equation*}
\sup _{h \in \mathbf{N}}\left\{a_{h}^{\prime \prime} \cdot z+b_{h}^{\prime \prime}\right\}=+\infty \text { for every } z \in \mathbf{R}^{n} \backslash \operatorname{aff}(\operatorname{dom} f) \tag{1.1.14}
\end{equation*}
$$

then, since $f(z)=+\infty$ for every $z \in \mathbf{R}^{n} \backslash \operatorname{aff}(\operatorname{dom} f)$, the proposition follows from (1.1.13) $\div(1.1 .15)$ with $\left\{a_{h}\right\}$ given by the union of $\left\{a_{h}^{\prime}\right\}$ and $\left\{a_{h}^{\prime \prime}\right\}$, and $\left\{b_{h}\right\}$ by the one of $\left\{b_{h}^{\prime}\right\}$, and $\left\{b_{h}^{\prime \prime}\right\}$.

Finally, if $f$ changes sign, it suffices to take $a \in \mathbf{R}^{n}$ and $b \in \mathbf{R}$ such that $a \cdot z+b \leq f(z)$ for every $z \in \mathbf{R}^{n}$, whose existence is guaranteed by Theorem 1.1.11, and consider $f-a \cdot(\cdot)-b$.

Finally, we discuss on the lower semicontinuity of convex functions in Banach spaces.
Theorem 1.1.13. Let $W$ be a Banach space, and $F: W \rightarrow[-\infty,+\infty]$ be convex. Then the following conditions
i) $F$ is $W$-lower semicontinuous,
ii) $F$ is weak- $W$-lower semicontinuous,
iii) $F$ is sequentially weak- $W$-lower semicontinuous
are equivalent
Proof. Follows from Theorem 1.1.2, and the obvious remark that, if iii) holds, then for every $\lambda \in \mathbf{R}$ the set $\{x \in W: F(x) \leq \lambda\}$ is sequentially closed in the weak- $W$ topology.

Theorem 1.1.14. Let $W$ be a separable Banach space, and $F: W^{\prime} \rightarrow$ $[-\infty,+\infty]$ be convex. Then $F$ is weak*- $W^{\prime}$-lower semicontinuous if and only if $F$ is sequentially weak*- $W^{\prime}$-lower semicontinuous.
Proof. Follows from Theorem 1.1.4, and the obvious remark that, if $F$ is sequentially weak*- $W^{\prime}$-lower semicontinuous, then for every $\lambda \in \mathbf{R}$ the set $\left\{y \in W^{\prime}: F(y) \leq \lambda\right\}$ is sequentially closed in the weak ${ }^{*}-W^{\prime}$ topology.

Convex functions, even if defined just by means of vectorial properties, naturally enjoy nice continuity properties.

Proposition 1.1.15. Let $W$ be a topological vector space, and $F: W \rightarrow$ $[-\infty,+\infty]$ be convex. Assume that there exists a nonempty open subset $A$ of $W$ such that $\sup _{A} F<+\infty$. Then $\operatorname{int}(\operatorname{dom} F) \neq \emptyset$, and $F$ is continuous in $\operatorname{int}(\operatorname{dom} F)$.

Proof. It is clear that $\operatorname{int}(\operatorname{dom} F) \neq \emptyset$.
First of all, let us prove that

$$
\begin{equation*}
\text { for every } x \in \operatorname{int}(\operatorname{dom} F) \text { there exists } A_{x} \in \mathcal{N}(x) \tag{1.1.16}
\end{equation*}
$$

$$
\text { such that } \sup _{A_{x}} F<+\infty .
$$

To do this, let $x_{0} \in A$. Then for every $x \in \operatorname{int}(\operatorname{dom} F)$ there exists $r>1$ such that $z=x_{0}+r\left(x-x_{0}\right) \in \operatorname{int}(\operatorname{dom} F)$.

Let us set $A_{x}=\frac{1}{r} z+\left(1-\frac{1}{r}\right) A$. Then $A_{x} \in \mathcal{N}(x), \frac{r}{r-1}\left(y-\frac{1}{r} z\right) \in A$ for every $y \in A_{x}$, and by the convexity of $F$, we have

$$
F(y)=F\left(\frac{1}{r} z+\left(1-\frac{1}{r}\right) \frac{r}{r-1}\left(y-\frac{1}{r} z\right)\right) \leq \frac{1}{r} F(z)+\left(1-\frac{1}{r}\right) \sup _{A} F
$$

for every $y \in A_{x}$,
from which (1.1.16) follows.
Let now $x_{0} \in \operatorname{int}(\operatorname{dom} F)$. Let us prove that $F$ is continuous in $x_{0}$.
It is not restrictive to assume that $x_{0}=0$.
Let $A_{0}$ be given by (1.1.16) with $x=0$, and set $I_{0}=A_{0} \cap\left(-A_{0}\right)$. Then $I_{0}$ is a symmetric neighborhood of 0 .

Let $\varepsilon \in] 0,1\left[\right.$, and $x \in \varepsilon I_{0}$. Then, since $\frac{1}{\varepsilon} x$ and $-\frac{1}{\varepsilon} x \in I_{0}$, by the convexity of $F$ it follows that

$$
\begin{equation*}
F(x) \leq(1-\varepsilon) F(0)+\varepsilon F\left(\frac{1}{\varepsilon} x\right) \leq(1-\varepsilon) F(0)+\varepsilon \sup _{A_{0}} F, \tag{1.1.17}
\end{equation*}
$$

from which the continuity of $F$ in 0 follows when $F(0)=-\infty$.
On the other side, if $F(0) \in \mathbf{R}$, again the convexity of $F$ yields

$$
F(x) \geq(1+\varepsilon) F(0)-\varepsilon F\left(-\frac{1}{\varepsilon} x\right) \geq(1+\varepsilon) F(0)-\varepsilon \sup _{A_{0}} F
$$

from which, together with (1.1.17), it follows that $|F(x)-F(0)| \leq \varepsilon(F(0)+$ $\left.\sup _{A_{0}} F\right)$ whenever $x \in \varepsilon I_{0}$, namely that $F$ is continuous in 0 .

Because of this, the proof follows.

The above continuity property of convex functions can be improved under stronger assumption on the topology of $W$.

Proposition 1.1.16. Let $W$ be a normed space, and $F: W \rightarrow]-\infty,+\infty]$ be convex. Assume that there exists a nonempty open subset $A$ of $W$ such that $\sup _{A} F<+\infty$. Then $\operatorname{int}(\operatorname{dom} F) \neq \emptyset$, and $F$ is locally Lipschitz in $\operatorname{int}(\operatorname{dom} F)$.

Proof. It is clear that $\operatorname{int}(\operatorname{dom} F) \neq \emptyset$.
Let us prove that for every $x_{0} \in \operatorname{int}(\operatorname{dom} F)$ there exist $\delta>0$ and $M>0$ such that $B_{\delta}\left(x_{0}\right) \subseteq \operatorname{int}(\operatorname{dom} F)$, and

$$
\begin{equation*}
|F(x)-F(y)| \leq M|x-y| \text { for every } x, y \in B_{\delta}\left(x_{0}\right) \tag{1.1.18}
\end{equation*}
$$

Let $x_{0} \in \operatorname{int}(\operatorname{dom} F)$. Then, by Proposition 1.1.15, $F$ is continuous in $x_{0}$. Consequently there exists $\delta>0$ such that $\sup _{B_{2 \delta}\left(x_{0}\right)} F-\inf _{B_{2 \delta}\left(x_{0}\right)} F<$ $+\infty$.

If now $x, y \in B_{\delta}\left(x_{0}\right)$ satisfy $x \neq y$, let us set $z=y+\frac{\delta}{|x-y|}(y-x)$. Then $z \in B_{2 \delta}\left(x_{0}\right)$, and, since $y=\frac{|x-y|}{|x-y|+\delta} z+\frac{\delta}{|x-y|+\delta} x$, by the convexity of $F$ we conclude that

$$
\begin{aligned}
& F(y)-F(x) \leq \frac{|x-y|}{|x-y|+\delta} F(z)+\frac{\delta}{|x-y|+\delta} F(x)-F(x)= \\
&= \frac{|x-y|}{|x-y|+\delta}(F(z)-F(x)) \leq \frac{1}{\delta}\left(\sup _{B_{2 \delta}\left(x_{0}\right)} F-\inf _{B_{2 \delta}\left(x_{0}\right)} F\right)|x-y| \\
& \text { for every } x, y \in B_{\delta}\left(x_{0}\right) .
\end{aligned}
$$

Because of this, up to an interchange of the roles of $x$ and $y$, (1.1.18) follows with $M=\frac{1}{\delta}\left(\sup _{B_{2 \delta}\left(x_{0}\right)} F-\inf _{B_{2 \delta}\left(x_{0}\right)} F\right)$.

By Proposition 1.1.16 we deduce the following results.
Theorem 1.1.17. Let $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$ be convex. Then $f$ is continuous in ri(domf).

If, in addition, $f(z)>-\infty$ for every $z \in \mathbf{R}^{n}$, then $f$ is locally Lipschitz in $\operatorname{ri}(\operatorname{dom} f)$.

Proof. By considering the restriction of $f$ to $\operatorname{aff}(\operatorname{dom} f)$, it is not restrictive to assume that $\operatorname{int}(\operatorname{dom} f) \neq \emptyset$.

Let $z_{0} \in \operatorname{int}(\operatorname{dom} f)$, and $z_{1}, \ldots, z_{2^{n}}$ be the vertices of an open cube $Q$ satisfying $z_{0} \in Q$, and $Q \subseteq \operatorname{int}(\operatorname{dom} f)$. Then, since every point of $Q$ is a convex combination of $z_{1}, \ldots, z_{2^{n}}$, by the convexity of $f$ it follows that

$$
f(z) \leq \sum_{j=1}^{2^{n}} f\left(z_{j}\right) \text { for every } z \in Q
$$

Because of this, it follows that $\sup _{Q} f<+\infty$. Consequently, Proposition 1.1.15 and Proposition 1.1.16 apply, and the theorem follows.

Theorem 1.1.18. Let $W$ be a Banach space, and $F: W \rightarrow]-\infty,+\infty]$ be convex and lower semicontinuous. Assume that $\operatorname{int}(\operatorname{dom} F) \neq \emptyset$. Then $F$ is locally Lipschitz in int(domF).

Proof. Let $x_{0} \in \operatorname{int}(\operatorname{dom} F)$, and, let us set $C=\{x \in W: F(x) \leq$ $\left.F\left(x_{0}\right)+1\right\}$. Then $C$ turns out to be convex, and closed.

For every $y \in W$ let us define $f_{y}: t \in \mathbf{R} \mapsto F\left(x_{0}+t\left(y-x_{0}\right)\right)$. Then, $f_{y}$ turns out to be convex, and, since $x_{0} \in \operatorname{int}(\operatorname{dom} F)$, it results that $0 \in$ $\operatorname{int}\left(\operatorname{dom} f_{y}\right)$. Moreover, by Theorem 1.1.17, $f_{y}$ turns out to be continuous in 0 , and we have proved that

$$
\text { for every } y \in W \text { there exists } \varepsilon_{y}>0 \text { such that }
$$

$$
\left\{x_{0}+t\left(y-x_{0}\right): t \in\right]-\varepsilon_{y}, \varepsilon_{y}[ \} \subseteq C .
$$

Because of this, we have that $W=\cup_{h \in \mathbf{N}} x_{0}+h\left(C-x_{0}\right)$, where, for every $h \in \mathbf{N}, x_{0}+h\left(C-x_{0}\right)$ is closed. Consequently, by the Baire Category Theorem, there must be $h_{0} \in \mathbf{N}$ such that $\operatorname{int}\left(x_{0}+h_{0}\left(C-x_{0}\right)\right) \neq \emptyset$, from which we conclude that $\operatorname{int}(C) \neq \emptyset$.

In conclusion, since obviously $\sup _{\operatorname{int}(C)} F<+\infty$, the proof follows from Proposition 1.1.16.

Finally, we introduce recession functions.
To do this, we first recall that $g: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$ is said to be positively 1-homogeneous if $g(0)=0$, and $g(t z)=\operatorname{tg}(z)$ for every $z \in \mathbf{R}^{n}$ and $t>0$.

Let $\left.\left.f: \mathbf{R}^{n} \rightarrow\right]-\infty,+\infty\right]$ be convex with $\operatorname{dom} f \neq \emptyset$, and $z_{0} \in \operatorname{dom} f$. Then it is well known that, due to the convexity of $f$, for every $z \in \mathbf{R}^{n}$ the function $t \in] 0,+\infty\left[\mapsto \frac{f\left(z_{0}+t z\right)-f\left(z_{0}\right)}{t}\right.$ is increasing. Consequently, the limit $\lim _{t \rightarrow+\infty} \frac{1}{t} f\left(z_{0}+t z\right)$ exists for every $z \in \mathbf{R}^{n}$, and we define the recession function $f^{\infty}$ of $f$ by

$$
f^{\infty}: z \in \mathbf{R}^{n} \mapsto \lim _{t \rightarrow+\infty} \frac{f\left(z_{0}+t z\right)-f\left(z_{0}\right)}{t} .
$$

In some sense, the recession function of $f$ describes the growth speed at infinity of $f$. In particular, it is obvious that if $\lim _{z \rightarrow \infty} \frac{f\left(z_{0}+z\right)}{|z|}=+\infty$, then

$$
f^{\infty}(z)= \begin{cases}0 & \text { if } z=0 \\ +\infty & \text { if } z \neq 0 .\end{cases}
$$

In the following result the main properties of recession functions are summarized.

Proposition 1.1.19. Let $\left.\left.f: \mathbf{R}^{n} \rightarrow\right]-\infty,+\infty\right]$ be convex with $\operatorname{dom} f \neq \emptyset$, $z_{0} \in \operatorname{dom} f$, and let $f^{\infty}$ be the recession function of $f$. Then $f^{\infty}$ is convex, and positively 1-homogeneous.

If, in addition, $f$ is also lower semicontinuous, then $f^{\infty}$ is independent of $z_{0}$, and is lower semicontinuous.
Proof. By the convexity of $f$ it follows that

$$
\begin{gathered}
f^{\infty}\left(\lambda z_{1}+(1-\lambda) z_{2}\right)=\lim _{t \rightarrow+\infty} \frac{f\left(\lambda\left(z_{0}+t z_{1}\right)+(1-\lambda)\left(z_{0}+t z_{2}\right)\right)-f\left(z_{0}\right)}{t} \leq \\
\leq \lambda \lim _{t \rightarrow+\infty} \frac{f\left(z_{0}+t z_{1}\right)-f\left(z_{0}\right)}{t}+(1-\lambda) \lim _{t \rightarrow+\infty} \frac{f\left(z_{0}+t z_{2}\right)-f\left(z_{0}\right)}{t}= \\
=\lambda f^{\infty}\left(z_{1}\right)+(1-\lambda) f^{\infty}\left(z_{2}\right) \text { for every } z_{1}, z_{2} \in \mathbf{R}^{n}, \lambda \in[0,1],
\end{gathered}
$$

and

$$
\begin{gathered}
f^{\infty}(\lambda z)=\lambda \lim _{t \rightarrow+\infty} \frac{f\left(z_{0}+\lambda t z\right)-f\left(z_{0}\right)}{\lambda t}=\lambda \lim _{s \rightarrow+\infty} \frac{f\left(z_{0}+s z\right)-f\left(z_{0}\right)}{s} \\
\text { for every } z \in \mathbf{R}^{n}, \lambda>0,
\end{gathered}
$$

from which, once we observe that $f^{\infty}(0)=0$, the first part of the proposition follows.

If now $f$ is also lower semicontinuous, by Theorem 1.1.11 there exist $\left\{a_{i}\right\}_{i \in \mathcal{I}} \subseteq \mathbf{R}^{n}$ and $\left\{b_{i}\right\}_{i \in \mathcal{I}} \subseteq \mathbf{R}$ such that $a_{i} \cdot z+b_{i} \leq f(z)$ for every $i \in \mathcal{I}$ and $z \in \mathbf{R}^{n}$, and $\sup _{i \in \mathcal{I}} a_{i} \cdot z+b_{i}=f(z)$ for every $z \in \mathbf{R}^{n}$. Consequently, it turns out that

$$
\begin{aligned}
& f^{\infty}(z)=\sup _{t>0} \frac{f\left(z_{0}+t z\right)-f\left(z_{0}\right)}{t}=\sup _{t>0} \sup _{i \in \mathcal{I}} \frac{a_{i} \cdot z_{0}+t a_{i} \cdot z+b_{i}-f\left(z_{0}\right)}{t}= \\
& =\sup _{i \in \mathcal{I}}\left\{a_{i} \cdot z+\sup _{t>0} \frac{a_{i} \cdot z_{0}+b_{i}-f\left(z_{0}\right)}{t}\right\}=\sup _{i \in \mathcal{I}} a_{i} \cdot z \text { for every } z \in \mathbf{R}^{n},
\end{aligned}
$$

from which also the last part of the proposition follows.

## $\S 1.2$ Convex and Lower Semicontinuous Envelopes in $\mathbf{R}^{n}$

For every $S \subseteq \mathbf{R}^{n}$ we denote by $\operatorname{co}(S)$ the convex hull of $S$, i.e. the intersection of all the convex subsets of $\mathbf{R}^{n}$ containing $S$. It is clear that $\operatorname{co}(S)$ is the smallest convex set containing $S$.

For example, a closed cube of $\mathbf{R}^{n}$ is the convex hull of its vertices.
If $k \leq n$, and $x_{0}, x_{1}, \ldots, x_{k}$ are $k+1$ points in $\mathbf{R}^{n}$ such that the vectors $x_{1}-x_{0}, \ldots, x_{k}-x_{0}$ are linearly independent, then the $k$-simplex with vertices $x_{0}, x_{1}, \ldots, x_{k}$ is the convex hull of the points $x_{0}, x_{1}, \ldots, x_{k}$.

It is easy to prove that every $k$-simplex is closed, and that every $n$ simplex has nonempty interior.

Actually, if $S=\operatorname{co}\left(\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}\right)$ is an $n$-simplex, then a point $x \in \operatorname{int}(S)$ if and only if $x=\sum_{j=0}^{n} t_{j} x_{j}$ where $\left.t_{1}, \ldots, t_{n+1} \in\right] 0,+\infty[$, and $\sum_{j=0}^{n} t_{j}=1$. Consequently, it is easy to verify that $\partial S=\cup_{j=0}^{n} \operatorname{co}\left(\left\{x_{0}, \ldots\right.\right.$, $\left.\left.x_{j-1}, x_{j+1}, \ldots, x_{n}\right\}\right)$, and therefore that $\partial S$ is made up by $n+1(n-1)$ simplexes.

The structure of the convex hull of a set is described by Carathéodory's theorem.

Theorem 1.2.1 (Carathéodory's Theorem). Let $S \subseteq \mathbf{R}^{n}$ be nonempty. Then every point of $\operatorname{co}(S)$ can be expressed as a convex combination of at most $n+1$ points of $S$.

Proof. First of all, let us prove that

$$
\begin{gather*}
\operatorname{co}(S)=\left\{\sum_{j=1}^{m} t_{j} x_{j}: m \in \mathbf{N},\right.  \tag{1.2.1}\\
x_{j} \in S, t_{j} \in\left[0,+\infty\left[\text { for every } j \in\{1, \ldots, m\}, \sum_{j=1}^{m} t_{j}=1\right\} .\right.
\end{gather*}
$$

To see this, let us denote by $\Sigma$ the right-hand side of (1.2.1). Then it is easy to verify that $\Sigma$ is convex, and that $S \subseteq \Sigma$, from which it follows that $\operatorname{co}(S) \subseteq \Sigma$.

Conversely, again by the convexity of $\Sigma$, it follows that every convex subset of $\mathbf{R}^{n}$ containing $S$ must necessarily contain $\Sigma$ too, that is $\Sigma \subseteq \operatorname{co}(S)$. This concludes the proof of (1.2.1).

Let now $x \in \operatorname{co}(S)$. Then (1.2.1) yields $m \in \mathbf{N}, x_{1} \ldots, x_{m} \in S$, and $t_{1} \ldots, t_{m} \in\left[0,+\infty\left[\right.\right.$ satisfying $\sum_{j=1}^{m} t_{j}=1$ such that $x=\sum_{j=1}^{m} t_{j} x_{j}$.

If $m=n+1$ the proof is complete.
If $m<n+1$ the theorem follows by choosing additional arbitrary points $x_{m+1}, \ldots, x_{n+1} \in S$, and $t_{m+1}=\ldots=t_{n+1}=0$ to get that $x=\sum_{j=1}^{n+1} t_{j} x_{j}$.

If $m>n+1$, the points $x_{2}-x_{1}, \ldots, x_{m}-x_{1}$ are linearly dependent, and we can find $s_{2}^{\prime}, \ldots, s_{m}^{\prime} \in \mathbf{R}$, not all equal to 0 , such that $s_{2}^{\prime}\left(x_{2}-x_{1}\right)+$ $\ldots+s_{m}^{\prime}\left(x_{m}-x_{1}\right)=0$. Consequently, there exist $s_{1}, \ldots, s_{m} \in \mathbf{R}$, not all equal to 0 and verifying $\sum_{j=1}^{m} s_{j}=0$, such that $\sum_{j=1}^{m} s_{j} x_{j}=0$, and

$$
\begin{equation*}
x=\sum_{j=1}^{m} t_{j} x_{j}=\sum_{j=1}^{m} t_{j} x_{j}-c \sum_{j=1}^{m} s_{j} x_{j}=\sum_{j=1}^{m}\left(t_{j}-c s_{j}\right) x_{j} \tag{1.2.2}
\end{equation*}
$$

$$
\text { for every } c \in \mathbf{R} \text {. }
$$

In particular, since $s_{i} \neq 0$ for some $i \in\{1, \ldots, m\}$ and $\sum_{j=1}^{m} s_{j}=$ 0 , there exists $i \in\{1, \ldots, m\}$ such that $s_{i}>0$. Therefore, by taking $c=\min \left\{\frac{t_{j}}{s_{j}}: j \in\{1, \ldots, m\}\right.$ such that $\left.s_{j}>0\right\}$ in (1.2.2), say for example $c=\frac{t_{1}}{s_{1}}$, it follows that $t_{j}-c s_{j} \in\left[0,+\infty\left[\right.\right.$ for every $j \in\{1 \ldots, m\}, \sum_{j=2}^{m}\left(t_{j}-\right.$ $\left.c s_{j}\right)=1$, and $x=\sum_{j=2}^{m}\left(t_{j}-c s_{j}\right) x_{j}$. We have thus expressed $x$ as a convex combinations of $m-1$ points of $S$.

By iterating such argument $m-n-1$ times, we arrive to express $x$ as a convex combinations of $n+1$ points of $S$, thus getting the theorem.

Remark 1.2.2. Carathéodory's theorem can be improved if $S \subseteq \mathbf{R}^{n}$ is nonempty and connected. In fact it can be proved that in this case the
elements of $\operatorname{co}(S)$ can be expressed as convex combinations of $n$ points of $S$ (cf. for example [RW, 2.29 Theorem]).

We now introduce some types of envelopes of functions.
For every $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$ we denote by cof the convex envelope of $f$, i.e. the function

$$
\operatorname{cof}: z \in \mathbf{R}^{n} \mapsto \sup \left\{\phi(z): \phi: \mathbf{R}^{n} \rightarrow[-\infty,+\infty] \text { convex, } \phi \leq f \text { in } \mathbf{R}^{n}\right\}
$$

It is clear that cof turns out to be convex, and that

$$
\begin{equation*}
\operatorname{co} f(z) \leq f(z) \text { for every } z \in \mathbf{R}^{n} \tag{1.2.3}
\end{equation*}
$$

It is clear that, if $S \subseteq \mathbf{R}^{n}$, then $\operatorname{co} I_{S}=I_{\operatorname{co}(S)}$.
Proposition 1.2.3. Let $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$. Then

$$
\operatorname{cof}(z)=\inf \{\lambda \in \mathbf{R}:(z, \lambda) \in \operatorname{co}(\text { epi } f)\} \text { for every } z \in \mathbf{R}^{n}
$$

Proof. For the sake of simplicity, let us set

$$
i: z \in \mathbf{R}^{n} \mapsto \inf \{\lambda \in \mathbf{R}:(z, \lambda) \in \operatorname{co}(\mathrm{epi} f)\}
$$

By exploiting the convexity of co(epif), it is easy to verify that $i$ is convex. Moreover, since obviously $i(z) \leq f(z)$ for every $z \in \operatorname{dom} f$, we immediately deduce that $i(z) \leq f(z)$ for every $z \in \mathbf{R}^{n}$. Consequently

$$
\begin{equation*}
i(z) \leq \operatorname{cof}(z) \text { for every } z \in \mathbf{R}^{n} \tag{1.2.4}
\end{equation*}
$$

Conversely, if $\phi: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$ is convex, and $\phi \leq f$ in $\mathbf{R}^{n}$, then epi $f \subseteq$ epi $\phi$ and, being this last set convex, co(epif) $\subseteq$ epi $\phi$. Consequently,

$$
\phi(z)=\inf \{\lambda \in \mathbf{R}:(z, \lambda) \in \operatorname{epi} \phi\} \leq i(z) \text { for every } z \in \operatorname{dom} \phi
$$

from which, once we observe that $\operatorname{dom} i \subseteq \operatorname{dom} \phi$, it follows that

$$
\begin{equation*}
\operatorname{cof}(z) \leq i(z) \text { for every } z \in \mathbf{R}^{n} \tag{1.2.5}
\end{equation*}
$$

By (1.2.4), and (1.2.5) the proof follows.
By Proposition 1.2 .3 it follows that for every $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$ it results

$$
\begin{equation*}
\operatorname{dom}(\operatorname{co} f)=\operatorname{co}(\operatorname{dom} f) \tag{1.2.6}
\end{equation*}
$$

Proposition 1.2.4 below yields also information about epigraphs of convex envelopes.

Proposition 1.2.4. Let $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$. Then

$$
\operatorname{co}(\mathrm{epi} f) \subseteq \mathrm{epi}(\operatorname{cof}) \subseteq \overline{\operatorname{co}(\mathrm{epi} f)}
$$

Proof. Since epi $(\operatorname{cof})$ is convex and contains epif, it turns out that $\operatorname{co}($ epi $f) \subseteq \operatorname{epi}(\operatorname{cof})$.

Let now $(z, \lambda) \in \operatorname{epi}(\operatorname{cof})$. Then, by Proposition 1.2.3, it follows that for every $\varepsilon>0$, there exists $\left.\lambda_{\varepsilon} \in\right] \operatorname{cof} f(z), \lambda+\varepsilon\left[\operatorname{such} \operatorname{that}\left(z, \lambda_{\varepsilon}\right) \in \operatorname{co}(\operatorname{epi} f)\right.$, that is $(z, \lambda) \in \overline{\operatorname{co}(\operatorname{epi} f)}$. Consequently, epi $(\operatorname{cof} f) \subseteq \overline{\operatorname{co}(\text { epi } f)}$, and the proof follows.

Remark 1.2.5. We remark that, in spite of Proposition 1.2.4, it is not true, in general, that for a given $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$, epi $(\operatorname{co} f)=\operatorname{co}($ epi $f)$, as it can be easily checked by considering $f: z \in \mathbf{R}^{n} \mapsto\left\{\begin{array}{ll}|z| & \text { if } z \neq 0 \\ 1 & \text { if } z=0\end{array}\right.$, for which epi $(\operatorname{co} f)=\left\{(z, \lambda) \in \mathbf{R}^{2}: \lambda \geq|z|\right\}$, whilst $\operatorname{co}($ epi $f)=\left\{(z, \lambda) \in \mathbf{R}^{2}:\right.$ $\lambda \geq|z|\} \backslash\{(0,0)\}$.

By Carathéodory's theorem we infer the following representation result for convex envelopes.

Theorem 1.2.6. Let $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$. Then

$$
\begin{gathered}
\operatorname{cof}(z)= \\
=\inf \left\{\sum_{j=1}^{n+1} t_{j} f\left(z_{j}\right): z_{j} \in \mathbf{R}^{n}, t_{j} \in[0,+\infty[\text { for every } j \in\{1, \ldots, n+1\},\right. \\
\left.\sum_{j=1}^{n+1} t_{j}=1, \sum_{j=1}^{n+1} t_{j} z_{j}=z\right\} \text { for every } z \in \mathbf{R}^{n} .
\end{gathered}
$$

Proof. Let $z \in \operatorname{co}(\operatorname{dom} f)$. Then (1.2.6) yields $\operatorname{co} f(z)<+\infty$, from which, by using also Proposition 1.2.3, it follows that $\{\lambda \in \mathbf{R}:(z, \lambda) \in \operatorname{epi} f\} \neq$ $\emptyset$. Let $\lambda \in \mathbf{R}$ be such that $(z, \lambda) \in \operatorname{co}($ epi $f)$. Let us prove that there exist $\left(z_{1}, \lambda_{1}\right), \ldots,\left(z_{n+1}, \lambda_{n+1}\right) \in \operatorname{co}($ epi $f)$, and $s_{1}, \ldots, s_{n+1} \in[0,+\infty[$ with $\sum_{j=1}^{n+1} s_{j}=1$ such that $z=\sum_{j=1}^{n+1} s_{j} z_{j}$, and $\lambda \geq \sum_{j=1}^{n+1} s_{j} \lambda_{j}$.

By Carathéodory's theorem applied to epi $f$ we get that $(z, \lambda)$ can be expressed as a convex combination of $n+2$ points of epi $f$, say $\left(z_{1}, \lambda_{1}\right), \ldots$, $\left(z_{n+2}, \lambda_{n+2}\right)$. Let $S$ be the convex hull of $\left\{\left(z_{1}, \lambda_{1}\right), \ldots,\left(z_{n+2}, \lambda_{n+2}\right)\right\}$. Then it may occur that $(z, \lambda) \in \partial S$, or that $\operatorname{int}(S) \neq \emptyset$ and $(z, \lambda) \in \operatorname{int}(S)$.

If $(z, \lambda) \in \partial S$, and $S$ is an $(n+1)$-simplex, then, once we recall that $\partial S$ is made up by $n+2 n$-simplexes, we obtain that $(z, \lambda)$ belongs to one of these. Consequently, $(z, \lambda)$ turns out to be a convex combination of at most $n+1$ points of $\left\{\left(z_{1}, \lambda_{1}\right), \ldots,\left(z_{n+2}, \lambda_{n+2}\right)\right\}$, say for example $\left(z_{1}, \lambda_{1}\right), \ldots,\left(z_{n+1}, \lambda_{n+1}\right)$, from which we deduce the existence of
$s_{1}, \ldots, s_{n+1} \in\left[0,+\infty\left[\right.\right.$ with $\sum_{j=1}^{n+1} s_{j}=1$ such that $z=\sum_{j=1}^{n+1} s_{j} z_{j}$, and $\lambda=\sum_{j=1}^{n+1} s_{j} \lambda_{j}$.

If $(z, \lambda) \in \partial S$, and $S$ is not an $(n+1)$-simplex, then the vectors $\left(z_{2}, \lambda_{2}\right)-\left(z_{1}, \lambda_{1}\right), \ldots,\left(z_{n+2}, \lambda_{n+2}\right)-\left(z_{1}, \lambda_{1}\right)$ are not linearly independent. Therefore, by using an argument similar to the one exploited in the proof of Carathéodory's theorem, we infer that $(z, \lambda)$ can be expressed as a convex combination of $k+1$ vectors of $\left\{\left(z_{1}, \lambda_{1}\right), \ldots,\left(z_{n+2}, \lambda_{n+2}\right)\right\}$, where $k$ is the dimension of aff $\left(\left\{\left(z_{1}, \lambda_{1}\right), \ldots,\left(z_{n+2}, \lambda_{n+2}\right)\right\}\right)$, and $k<n+1$. Because of this, the same above conclusion holds also in this case.

On the other side, if $\operatorname{int}(S) \neq \emptyset$ and $(z, \lambda) \in \operatorname{int}(S)$, the line (in $\mathbf{R}^{n+1}$ ) through $(z, \lambda)$ orthogonal to the hyperplane $\lambda=0$ meets $\partial S$ in two points $\left(z, \bar{\lambda}_{1}\right),\left(z, \bar{\lambda}_{2}\right)$ with $\bar{\lambda}_{1}<\lambda<\bar{\lambda}_{2}$. Consequently, since $\left(z, \bar{\lambda}_{1}\right) \in \partial S$, by the previously considered case there exist $n+1$ points of $\left\{\left(z_{1}, \lambda_{1}\right), \ldots\right.$, $\left.\left(z_{n+2}, \lambda_{n+2}\right)\right\}$, say for example $\left(z_{1}, \lambda_{1}\right), \ldots,\left(z_{n+1}, \lambda_{n+1}\right)$, and $s_{1}, \ldots, s_{n+1} \in$ $\left[0,+\infty\left[\right.\right.$ with $\sum_{j=1}^{n+1} s_{j}=1$ such that $z=\sum_{j=1}^{n+1} s_{j} z_{j}$ and $\lambda>\bar{\lambda}_{1}=$ $\sum_{j=1}^{n+1} s_{j} \lambda_{j}$.

In conclusion, from what we have already proved, and (1.2.3) we get that for every $\lambda \in \mathbf{R}$ such that $(z, \lambda) \in \operatorname{co}($ epi $f)$ it results

$$
\begin{gathered}
\lambda \geq \sum_{j=1}^{n+1} s_{j} \lambda_{j} \geq \sum_{j=1}^{n+1} s_{j} f\left(z_{j}\right) \geq \\
\geq \inf \left\{\sum_{j=1}^{n+1} t_{j} f\left(z_{j}\right): t_{j} \in[0,+\infty[\text { for every } j \in\{1, \ldots, n+1\},\right. \\
\left.\sum_{j=1}^{n+1} t_{j}=1, \sum_{j=1}^{n+1} t_{j} z_{j}=z\right\} \geq \\
\geq \inf \left\{\sum_{j=1}^{n+1} t_{j} \operatorname{cof}\left(z_{j}\right): t_{j} \in[0,+\infty[\text { for every } j \in\{1, \ldots, n+1\},\right. \\
\left.\sum_{j=1}^{n+1} t_{j}=1, \sum_{j=1}^{n+1} t_{j} z_{j}=z\right\} \geq \operatorname{co} f(z)
\end{gathered}
$$

from which, together with Proposition 1.2.3, the proof follows when $z \in$ $\operatorname{co}(\operatorname{dom} f)$.

If now $z \notin \operatorname{co}(\operatorname{dom} f)$, then (1.2.6) implies that $\operatorname{cof}(z)=+\infty$. On the other side, let us observe that, for every $z_{1}, \ldots, z_{n+1} \in \mathbf{R}^{n}, t_{1}, \ldots, t_{n+1} \in$ $\left[0,+\infty\left[\right.\right.$ such that $\sum_{j=1}^{n+1} t_{j}=1, \sum_{j=1}^{n+1} t_{j} z_{j}=z$, it cannot be $f\left(z_{j}\right)<+\infty$ for every $j \in\{1, \ldots, n+1\}$, otherwise $z$ would be in $\operatorname{co}(\operatorname{dom} f)$. Consequently $z_{j} \notin \operatorname{dom} f$ for some $j \in\{1, \ldots, n+1\}$, and the proof follows also in this case.

We now introduce lower semicontinuous envelopes.
For every $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$ we denote by sc ${ }^{-} f$ the lower semicontinuous envelope of $f$, i.e. the function

$$
\mathrm{sc}^{-} f: z \in \mathbf{R}^{n} \mapsto
$$

$\sup \left\{\phi(z): \phi: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]\right.$ lower semicontinuous, $\phi \leq f$ in $\left.\mathbf{R}^{n}\right\}$.
It is clear that sc ${ }^{-} f$ turns out to be lower semicontinuous, and that

$$
\begin{equation*}
\mathrm{sc}^{-} f(z) \leq f(z) \text { for every } z \in \mathbf{R}^{n} . \tag{1.2.7}
\end{equation*}
$$

Moreover, it is easy to verify that

$$
\begin{equation*}
\operatorname{sc}^{-} f(z)=\liminf _{y \rightarrow z} f(y) \text { for every } z \in \mathbf{R}^{n} \tag{1.2.8}
\end{equation*}
$$

from which it follows that

$$
\begin{equation*}
\operatorname{dom} f \subseteq \operatorname{dom}\left(\mathrm{sc}^{-} f\right) \subseteq \overline{\operatorname{dom} f} \tag{1.2.9}
\end{equation*}
$$

Given $S \subseteq \mathbf{R}^{n}$, it results that $\mathrm{sc}^{-} I_{S}=I_{\bar{S}}$.
Proposition 1.2.7. Let $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$. Then

$$
\operatorname{sc}^{-} f(z)=\inf \{\lambda \in \mathbf{R}:(z, \lambda) \in \overline{\operatorname{epif}}\} \text { for every } z \in \mathbf{R}^{n} .
$$

Proof. For the sake of simplicity, let us set

$$
j: z \in \mathbf{R}^{n} \mapsto \inf \{\lambda \in \mathbf{R}:(z, \lambda) \in \overline{\operatorname{epi} f}\} .
$$

If $\phi: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$ is lower semicontinuous, and $\phi \leq f$ in $\mathbf{R}^{n}$, then epi $f \subseteq$ epi $\phi$ and, being this last set closed by Proposition 1.1.9, $\overline{\text { epi } f} \subseteq$ epi $\phi$. Consequently,

$$
\phi(z)=\inf \{\lambda \in \mathbf{R}:(z, \lambda) \in \operatorname{epi} \phi\} \leq j(z) \text { for every } z \in \operatorname{dom} \phi,
$$

from which, once we observe that $\operatorname{dom} j \subseteq \operatorname{dom} \phi$, it follows that

$$
\begin{equation*}
\operatorname{sc}^{-} f(z) \leq j(z) \text { for every } z \in \mathbf{R}^{n} \tag{1.2.10}
\end{equation*}
$$

Let us now prove that $j$ is lower semicontinuous. To do this, we take $z \in \mathbf{R}^{n},\left\{z_{h}\right\} \subseteq \mathbf{R}^{n}$ with $z_{h} \rightarrow z$, and observe that, possibly passing to subsequences, it is not restrictive to assume that the $\operatorname{limit~}_{\lim }^{h \rightarrow+\infty} \boldsymbol{j}\left(z_{h}\right)$ exists and is in $[-\infty,+\infty[$. Call $\lambda$ such limit and let, for every $h \in \mathbf{N}$, $j_{h} \in \mathbf{R}$ be such that $j\left(z_{h}\right)<j_{h}$, and $\lim _{h \rightarrow+\infty} j_{h}=\lambda$. Then, for every $h \in \mathbf{N}$, there exists $\lambda_{h} \in \mathbf{R}$ such that $\left(z_{h}, \lambda_{h}\right) \in$ epif, and $j\left(z_{h}\right) \leq \lambda_{h}<j_{h}$. Consequently $(z, \lambda) \in \overline{\operatorname{epi} f}$, and $j(z) \leq \lambda$, i.e. $j$ is lower semicontinuous.

In addition, since clearly $j(z) \leq f(z)$ for every $z \in \operatorname{dom} f$, we conclude that $j(z) \leq f(z)$ for every $z \in \mathbf{R}^{n}$, and therefore that

$$
\begin{equation*}
j(z) \leq \mathrm{sc}^{-} f(z) \text { for every } z \in \mathbf{R}^{n} . \tag{1.2.11}
\end{equation*}
$$

By (1.2.10), and (1.2.11) the proof follows.
By Proposition 1.2.7 we deduce the following corollary.

Proposition 1.2.8. Let $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$. Then

$$
\operatorname{epi}\left(\mathrm{sc}^{-} f\right)=\overline{\operatorname{epi} f}
$$

Proof. Let $(z, \lambda) \in \overline{\operatorname{epi} f}$. Then $\lambda \geq \inf \{\mu \in \mathbf{R}:(z, \mu) \in \overline{\operatorname{epi} f}\}$ and by Proposition 1.2.7, it turns out that $\lambda \geq \mathrm{sc}^{-} f(z)$, i.e.

$$
\begin{equation*}
\overline{\mathrm{epi} f} \subseteq \operatorname{epi}\left(\mathrm{sc}^{-} f\right) \tag{1.2.12}
\end{equation*}
$$

Conversely, let $(z, \lambda) \in \operatorname{epi}\left(\mathrm{sc}^{-} f\right)$. Then $\mathrm{sc}^{-} f(z) \leq \lambda$ and, for every $\mu>\lambda$ and $\varepsilon>0$ there exists $z_{\mu, \varepsilon} \in \mathbf{R}^{n}$ such that $\left|z_{\mu, \varepsilon}-z\right|<\varepsilon$, and $f\left(z_{\mu, \varepsilon}\right) \leq \mu$. This yields $\left(z_{\mu, \varepsilon}, \mu\right) \in$ epif , from which we conclude that $(z, \lambda) \in \overline{\mathrm{epi} f}$, i.e. that

$$
\begin{equation*}
\operatorname{epi}\left(\mathrm{sc}^{-} f\right) \subseteq \overline{\operatorname{epi} f} \tag{1.2.13}
\end{equation*}
$$

By (1.2.12), and (1.2.13) the proof follows.

## §1.3 Lower Semicontinuous Envelopes of Convex Envelopes

In the present section we start the study of the composition of convex and lower semicontinuous operators.

First of all we observe that, by using (1.2.8), it is easy to deduce that the lower semicontinuous envelope of a convex function is again convex.

For every $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$ we denote by $f^{* *}$ the function defined by

$$
\begin{equation*}
f^{* *}: z \in \mathbf{R}^{n} \mapsto \tag{1.3.1}
\end{equation*}
$$

$\sup \left\{a \cdot z+c: a \in \mathbf{R}^{n}, c \in \mathbf{R}, \alpha \cdot \zeta+c \leq f(\zeta)\right.$ for every $\left.\zeta \in \mathbf{R}^{n}\right\}$.
It is clear that $f^{* *}$ turns out to be convex and lower semicontinuous, and that

$$
\begin{equation*}
f^{* *}(z) \leq \operatorname{cof}(z) \leq f(z) \text { for every } z \in \mathbf{R}^{n} \tag{1.3.2}
\end{equation*}
$$

Moreover, by using Theorem 1.1.11, it is easy to prove that

$$
\begin{equation*}
f^{* *}(z)=\sup \{\phi(z): \tag{1.3.3}
\end{equation*}
$$

$\phi: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$ convex and lower semicontinuous, $\phi \leq f$ in $\left.\mathbf{R}^{n}\right\}$

$$
\text { for every } z \in \mathbf{R}^{n} \text {. }
$$

Finally, we remark that $f^{* *}$ agrees with the bipolar of $f$ (cf. for example [ET, Chapter I, Proposition 4.1]).

The following result provides a description of the structure of the function defined in (1.3.1).

Proposition 1.3.1. Let $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$. Then

$$
\mathrm{sc}^{-}(\operatorname{co} f)(z)=f^{* *}(z) \text { for every } z \in \mathbf{R}^{n}
$$

Proof. Since $f^{* *}$ is convex, lower semicontinuous, and $f^{* *} \leq f$, it is clear that

$$
\begin{equation*}
f^{* *}(z) \leq \mathrm{sc}^{-}(\operatorname{co} f)(z) \text { for every } z \in \mathbf{R}^{n} \tag{1.3.4}
\end{equation*}
$$

Analogously, since sc ${ }^{-}(\operatorname{cof})$ too is convex, lower semicontinuous, and $\mathrm{sc}^{-}(\operatorname{co} f) \leq f$, by (1.3.3) it follows that

$$
\begin{equation*}
\mathrm{sc}^{-}(\operatorname{co} f)(z) \leq f^{* *}(z) \text { for every } z \in \mathbf{R}^{n} \tag{1.3.5}
\end{equation*}
$$

By (1.3.4), and (1.3.5) the proof follows.
The following result collects some elementary properties of the function defined in (1.3.1).

Proposition 1.3.2. Let $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$. Then

$$
\left\{\begin{array}{l}
\operatorname{ri}\left(\operatorname{dom} f^{* *}\right)=\operatorname{ri}(\operatorname{dom}(\operatorname{co} f))=\operatorname{ri}(\operatorname{co}(\operatorname{dom} f))  \tag{1.3.6}\\
\operatorname{rb}\left(\operatorname{dom} f^{* *}\right)=\operatorname{rb}(\operatorname{dom}(\operatorname{co} f))=\operatorname{rb}(\operatorname{co}(\operatorname{dom} f))
\end{array}\right.
$$

and

$$
\begin{equation*}
f^{* *}(z)=\operatorname{cof}(z) \text { for every } z \in \mathbf{R}^{n} \backslash \operatorname{rb}(\operatorname{co}(\operatorname{dom} f)) \tag{1.3.7}
\end{equation*}
$$

$$
\begin{equation*}
f^{* *}(z)=\lim _{t \rightarrow 1^{-}} \operatorname{cof}\left(t z+(1-t) z_{0}\right) \tag{1.3.8}
\end{equation*}
$$

$$
\text { for every } z \in \mathbf{R}^{n}, z_{0} \in \operatorname{ri}(\operatorname{co}(\operatorname{dom} f))
$$

Proof. By Proposition 1.3.1, and (1.2.9) we obtain that

$$
\operatorname{dom}(\operatorname{cof}) \subseteq \operatorname{dom} f^{* *} \subseteq \overline{\operatorname{dom}(\operatorname{cof})}
$$

from which, together with Proposition 1.1.5 and (1.2.6), equalities in (1.3.6) follow.

Equality in (1.3.7) comes from Proposition 1.3.1, and the continuity properties of convex functions (cf. Theorem 1.1.17) from which it follows that $\mathrm{sc}^{-}(\operatorname{cof})$ agrees with $\operatorname{cof}$ except perhaps in $\operatorname{rb}(\operatorname{dom}(\operatorname{cof})$, and from (1.3.6).

Finally, since by the lower semicontinuity and the convexity of $f^{* *}$, and by (1.3.6) it follows that

$$
f^{* *}(z) \leq \liminf _{t \rightarrow 1^{-}} f^{* *}\left(t z+(1-t) z_{0}\right) \leq \limsup _{t \rightarrow 1^{-}} f^{* *}\left(t z+(1-t) z_{0}\right) \leq
$$

$$
\begin{aligned}
& \leq \limsup _{t \rightarrow 1^{-}}\left\{t f^{* *}(z)+(1-t) f^{* *}\left(z_{0}\right)\right\}=f^{* *}(z) \\
& \quad \text { for every } z \in \mathbf{R}^{n}, z_{0} \in \operatorname{ri}(\operatorname{co}(\operatorname{dom} f)),
\end{aligned}
$$

equality (1.3.8) follows from (1.3.7), once we observe that for every $z \in \mathbf{R}^{n}$ and $z_{0} \in \operatorname{ri}(\operatorname{co}(\operatorname{dom} f)), t z+(1-t) z_{0} \in \mathbf{R}^{n} \backslash \operatorname{rb}(\operatorname{co}(\operatorname{dom} f))$ for every $t \in[0,1[$ sufficiently close to 1 .

In particular, given $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$, by (1.2.6), (1.3.2), and Proposition 1.3.2 we deduce that

$$
\begin{equation*}
\operatorname{co}(\operatorname{dom} f) \subseteq \operatorname{dom} f^{* *} \subseteq \overline{\operatorname{co}(\operatorname{dom} f)} . \tag{1.3.9}
\end{equation*}
$$

By using Carathéodory's theorem we can prove a representation result for the function defined in (1.3.1), in the same order of ideas of Theorem 1.2.6.

Lemma 1.3.3. Let $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$, and assume that $\lim _{z \rightarrow \infty} \frac{f(z)}{|z|}=$ $+\infty$. Then there exists $\vartheta:[0,+\infty[\rightarrow[0,+\infty[$ increasing, convex, and satisfying $\lim _{t \rightarrow+\infty} \vartheta(t) / t=+\infty$ such that

$$
\vartheta(|z|) \leq f(z) \text { for every } z \in \mathbf{R}^{n} .
$$

Proof. The assumptions on $f$ yield that for every $k \in \mathbf{N} \cup\{0\}$ we can find $r_{k} \in\left[0,+\infty\left[\right.\right.$ such that $\frac{f(z)}{|z|} \geq k$ for every $z \in \mathbf{R}^{n} \backslash B_{r_{k}}(0)$. Moreover, it is not restrictive to assume that $\left\{r_{k}\right\}$ is strictly increasing and diverging.

Because of this, the function

$$
\psi: t \in\left[0,+\infty\left[\mapsto \sum_{k=1}^{+\infty}(k-1) \chi_{\left[r_{k-1}, r_{k}[ \right.}(t)\right.\right.
$$

turns out to be increasing, finite, and satisfying $\lim _{t \rightarrow+\infty} \psi(t)=+\infty$ and

$$
\begin{equation*}
f(z) \geq|z| \psi(|z|) \text { for every } z \in \mathbf{R}^{n} . \tag{1.3.10}
\end{equation*}
$$

Let

$$
\vartheta: t \in\left[0,+\infty\left[\mapsto \int_{0}^{t} \psi(s) d s\right.\right.
$$

Then $\vartheta$ is increasing, finite, convex, and satisfies

$$
\begin{equation*}
\vartheta(t) \leq t \psi(t) \text { for every } t \in[0,+\infty[\text {. } \tag{1.3.11}
\end{equation*}
$$

Moreover, since the monotonicity of $\psi$ implies that

$$
\liminf _{t \rightarrow+\infty} \frac{\vartheta(t)}{t} \geq \lim _{t \rightarrow+\infty} \frac{1}{t}\left(\int_{0}^{r} \psi(s) d s+(t-r) \psi(r)\right)=\psi(r)
$$

$$
\text { for every } r \in[0,+\infty[\text {, }
$$

and $\lim _{t \rightarrow+\infty} \psi(t)=+\infty$, we immediately obtain that $\lim _{t \rightarrow+\infty} \vartheta(t) / t=$ $+\infty$.

Finally, from (1.3.10), and (1.3.11) we conclude that

$$
\vartheta(|z|) \leq f(z) \text { for every } z \in \mathbf{R}^{n}
$$

that completes the proof.
Theorem 1.3.4. Let $\left.\left.f: \mathbf{R}^{n} \rightarrow\right]-\infty,+\infty\right]$. Assume that $f$ is bounded from below, and that $\lim _{z \rightarrow \infty} \frac{f(z)}{|z|}=+\infty$. Then

$$
f^{* *}(z)=\min \left\{\sum_{j=1}^{n+1} t_{j} \mathrm{Sc}^{-} f\left(z_{j}\right): z_{j} \in \mathbf{R}^{n}, t_{j} \in[0,+\infty[\right.
$$

$$
\text { for every } \left.j \in\{1, \ldots, n+1\}, \sum_{j=1}^{n+1} t_{j}=1, \sum_{j=1}^{n+1} t_{j} z_{j}=z\right\} \text { for every } z \in \mathbf{R}^{n}
$$

Proof. First of all, let us observe that, possibly considering $f-\inf _{\mathbf{R}^{n}} f$, it is not restrictive to assume that $f(z) \geq 0$ for every $z \in \mathbf{R}^{n}$.

Let us preliminarily prove the theorem under the additional assumption that $f$ is lower semicontinuous, i.e. $f=\mathrm{sc}^{-} f$.

Let us prove that co $f$ is lower semicontinuous.
To do this, let $z \in \mathbf{R}^{n},\left\{z_{h}\right\} \subseteq \mathbf{R}^{n}$ be such that $z_{h} \rightarrow z$. Let us observe that, since $\operatorname{cof}(\xi) \geq 0$ for every $\xi \in \mathbf{R}^{n}$, possibly passing to subsequences we can assume that the limit $\lim _{h \rightarrow+\infty} \operatorname{cof}\left(z_{h}\right)$ exists and is finite.

By Theorem 1.2.6, for every $h \in \mathbf{N}$ there exist $s_{h, 1}, \ldots, s_{h, n+1} \in$ $\left[0,+\infty\left[\right.\right.$, with $\sum_{j=1}^{n+1} s_{h, j}=1$, and $z_{h, 1} \ldots, z_{h, n+1} \in \mathbf{R}^{n}$ satisfying $\sum_{j=1}^{n+1}$ $s_{h, j} z_{h, j}=z_{h}$ such that the limit $\lim _{h \rightarrow+\infty} \sum_{j=1}^{n+1} s_{h, j} f\left(z_{h, j}\right)$ exists, and

$$
\begin{equation*}
\lim _{h \rightarrow+\infty} \sum_{j=1}^{n+1} s_{h, j} f\left(z_{h, j}\right)=\lim _{h \rightarrow+\infty} \operatorname{cof}\left(z_{h}\right) \tag{1.3.12}
\end{equation*}
$$

Let $\vartheta$ be given by Lemma 1.3.3. Then, by (1.3.12), and the finiteness of $\lim _{h \rightarrow+\infty} \operatorname{cof}\left(z_{h}\right)$, we infer that

$$
\begin{equation*}
\limsup _{h \rightarrow+\infty} \sum_{j=1}^{n+1} s_{h, j} \vartheta\left(\left|z_{h, j}\right|\right)<+\infty \tag{1.3.13}
\end{equation*}
$$

Possibly passing to subsequences, we have that for every $j \in\{1, \ldots, n+$ $1\}$, there exists $s_{j} \in\left[0,+\infty\left[\right.\right.$ such that $s_{h, j} \rightarrow s_{j}$, and $\sum_{j=1}^{n+1} s_{j}=1$. Moreover, again possibly passing to subsequences, and by setting $I=\{j \in$
$\{1, \ldots, n+1\}: z_{h, j} \rightarrow \zeta_{j}$ for some $\left.\zeta_{j} \in \mathbf{R}^{n}\right\}$ and $J=\{j \in\{1, \ldots, n+1\}:$ $\left.\liminf _{h \rightarrow+\infty}\left|z_{h, j}\right|=+\infty\right\}$, we can assume that $I \cup J=\{1, \ldots, n+1\}$. Therefore, by (1.3.13), and the growth properties of $\vartheta$, it turns out that

$$
\begin{aligned}
& \limsup _{h \rightarrow+\infty} s_{h, i}\left|z_{h, i}\right|=\limsup _{h \rightarrow+\infty} s_{h, i} \vartheta\left(\left|z_{h, i}\right|\right) \\
& \lim _{h \rightarrow+\infty} \frac{\left|z_{h, i}\right|}{\vartheta\left(\left|z_{h, i}\right|\right)} \leq \\
& \leq \limsup _{h \rightarrow+\infty} \sum_{j=1}^{n+1} s_{h, j} \vartheta\left(\left|z_{h, j}\right|\right) \lim _{h \rightarrow+\infty} \frac{\left|z_{h, i}\right|}{\vartheta\left(\left|z_{h, i}\right|\right)}=0 \text { for every } i \in J,
\end{aligned}
$$

from which we also conclude that $s_{i}=0$ for every $i \in J$.
Because of this, and by setting $\zeta_{i}=0$ for every $i \in J$, we deduce that $\sum_{j=1}^{n+1} s_{j} \zeta_{j}=z$, from which, together with (1.3.12), the lower semicontinuity of $f$, and Theorem 1.2.6, we obtain that

$$
\begin{gather*}
\liminf _{h \rightarrow+\infty} \operatorname{cof}\left(z_{h}\right) \geq \liminf _{h \rightarrow+\infty} \sum_{j \in I} s_{h, j} f\left(z_{h, j}\right) \geq  \tag{1.3.14}\\
\geq \sum_{j \in I} \liminf _{h \rightarrow+\infty} s_{h, j} f\left(z_{h, j}\right) \geq \sum_{j \in I} s_{j} f\left(\zeta_{j}\right)=\sum_{j=1}^{n+1} s_{j} f\left(\zeta_{j}\right) \geq \operatorname{co} f(z),
\end{gather*}
$$

that is the lower semicontinuity of cof.
In particular, (1.3.14) with $z_{h}=z$ for every $h \in \mathbf{N}$, and Theorem 1.2.6, yield that

$$
\begin{gathered}
\inf \left\{\sum_{j=1}^{n+1} t_{j} f\left(z_{j}\right): z_{j} \in \mathbf{R}^{n}, t_{j} \in[0,+\infty[\text { for every } j \in\{1, \ldots, n+1\},\right. \\
\left.\sum_{j=1}^{n+1} t_{j}=1, \sum_{j=1}^{n+1} t_{j} z_{j}=z\right\}=\sum_{j=1}^{n+1} s_{j} f\left(\zeta_{j}\right),
\end{gathered}
$$

from which it follows that for every $z \in \mathbf{R}^{n}$ the minimum $\min \left\{\sum_{j=1}^{n+1} t_{j} f\left(z_{j}\right)\right.$ $: z_{j} \in \mathbf{R}^{n}, t_{j} \in\left[0,+\infty\left[\right.\right.$ for every $j \in\{1, \ldots, n+1\}, \sum_{j=1}^{n+1} t_{j}=1$, $\left.\sum_{j=1}^{n+1} t_{j} z_{j}=z\right\}$ is attained.

In conclusion, from what was just proved, Proposition 1.3.1 and Theorem 1.2.6 we obtain that
$f^{* *}(z)=\operatorname{sc}^{-}(\operatorname{cof})(z)=\operatorname{co} f(z)=\min \left\{\sum_{j=1}^{n+1} t_{j} f\left(z_{j}\right): z_{j} \in \mathbf{R}^{n}, t_{j} \in[0,+\infty[\right.$ for every $\left.j \in\{1, \ldots, n+1\}, \sum_{j=1}^{n+1} t_{j}=1, \sum_{j=1}^{n+1} t_{j} z_{j}=z\right\}$ for every $z \in \mathbf{R}^{n}$,
that proves the theorem when $f$ is lower semicontinuous.
In order to treat the general case, let us preliminarily observe that $f^{* *} \leq \mathrm{sc}^{-} f \leq f$ from which, since clearly $\left(f^{* *}\right)^{* *}=f^{* *}$, it follows that

$$
\begin{equation*}
f^{* *}(z)=\left(\mathrm{sc}^{-} f\right)^{* *}(z) \text { for every } z \in \mathbf{R}^{n} \tag{1.3.15}
\end{equation*}
$$

Let us now prove that

$$
\begin{equation*}
\lim _{z \rightarrow \infty} \frac{\mathrm{sc}^{-} f(z)}{|z|}=+\infty \tag{1.3.16}
\end{equation*}
$$

To do this, we know that for every $k \in \mathbf{N}$ there exists $r_{k} \in[0,+\infty[$ such that $f(z) \geq k|z|$ for every $z \in \mathbf{R}^{n} \backslash B_{r_{k}}(0)$. Consequently, since

$$
f(z) \geq\left\{\begin{array}{ll}
0 & \text { if } z \in B_{r_{k}}(0) \\
k|z| & \text { if } z \in \mathbf{R}^{n} \backslash B_{r_{k}}(0)
\end{array} \text { for every } k \in \mathbf{N}\right.
$$

we conclude that

$$
\mathrm{sc}^{-} f(z) \geq \max \left\{0, k|z|-k r_{k}\right\} \text { for every } k \in \mathbf{N} .
$$

Because of this, (1.3.16) follows.
In conclusion, by (1.3.15), (1.3.16), and the previously treated case applied to $\mathrm{sc}^{-} f$, we obtain that

$$
f^{* *}(z)=\left(\mathrm{sc}^{-} f\right)^{* *}(z)=\min \left\{\sum_{j=1}^{n+1} t_{j} \mathrm{sc}^{-} f\left(z_{j}\right): z_{j} \in \mathbf{R}^{n}, t_{j} \in[0,+\infty[\right.
$$

for every $\left.j \in\{1, \ldots, n+1\}, \sum_{j=1}^{n+1} t_{j}=1, \sum_{j=1}^{n+1} t_{j} z_{j}=z\right\}$ for every $z \in \mathbf{R}^{n}$, which proves the theorem.

Remark 1.3.5. We observe that Theorem 1.3 .4 can be no more true if the boundedness from below condition on $f$ is dropped, as it is verified by considering $f: z \in \mathbf{R} \mapsto \begin{cases}0 & \text { if } z=0 \\ \ln |z| & \text { if } 0<|z| \leq 1 . ~ I n ~ t h i s ~ c a s e ~ i t ~ t u r n s ~ o u t ~ \\ +\infty & \text { if } 1<|z|\end{cases}$ that $f^{* *}(z)=-\infty$ for every $z \in \mathbf{R}$, whilst $\min \left\{t \operatorname{sc}^{-} f\left(z_{1}\right)+(1-t) \mathrm{sc}^{-} f\left(z_{2}\right)\right.$ : $\left.t \in[0,1], z_{1}, z_{2} \in \mathbf{R}, t z_{1}+(1-t) z_{2}=z\right\}=\left\{\begin{array}{ll}-\infty & \text { if }|z|<1 \\ +\infty & \text { if } 1 \leq|z|\end{array}\right.$ for every $z \in \mathbf{R}$.

On the other side, Theorem 1.3.4 becomes trivially true if $f$ cannot take the value $+\infty$, and is not bounded from below in the sense that $\mathrm{sc}^{-} f\left(z_{0}\right)=$ $-\infty$ for some $z_{0} \in \mathbf{R}^{n}$. In fact, in this case, there can be no $a \in \mathbf{R}^{n}$,
$c \in \mathbf{R}$ such that $\alpha \cdot \zeta+c \leq f(\zeta)$ for every $\zeta \in \mathbf{R}^{n}$, otherwise it would be $\alpha \cdot \zeta+c \leq \operatorname{sc}^{-} f(\zeta)$ for every $\zeta \in \mathbf{R}^{n}$ too. Therefore $f^{* *}(z)=-\infty$ for every $z \in \mathbf{R}^{n}$. Moreover, since for every $z \in \mathbf{R}^{n}$ we can always take $z_{0}$ as one of the vectors $z_{j}$ in the right-hand side of the claim of Theorem 1.3.4, it turns out that the minimum described there is attained, and equal to $-\infty$.

Remark 1.3.6. We point out that, in particular, the claim of Theorem 1.3.4 holds provided $\left.\left.f: \mathbf{R}^{n} \rightarrow\right]-\infty,+\infty\right]$ satisfies $\lim _{z \rightarrow \infty} \frac{f(z)}{|z|}=+\infty$, and is lower semicontinuous.

## §1.4 Convex Envelopes of Lower Semicontinuous Envelopes

In the present section, given $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$, we carry out the study of $\mathrm{co}\left(\mathrm{Sc}^{-} f\right)$ and, in particular, of its relationships with $f^{* *}$.

The following result collects some elementary properties of convex envelopes of the lower semicontinuous envelopes.

Proposition 1.4.1. Let $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$. Then $\operatorname{co}\left(\mathrm{sc}^{-} f\right)$ is convex, and

$$
\begin{gather*}
f^{* *}(z) \leq \operatorname{co}\left(\mathrm{sc}^{-} f\right)(z) \leq \operatorname{co} f(z) \text { for every } z \in \mathbf{R}^{n}  \tag{1.4.1}\\
\left\{\begin{array}{r}
\operatorname{ri}\left(\operatorname{dom}\left(\operatorname{co}\left(\mathrm{sc}^{-} f\right)\right)\right)=\operatorname{ri}\left(\operatorname{dom} f^{* *}\right)= \\
=\operatorname{ri}(\operatorname{dom}(\operatorname{cof}))=\operatorname{ri}(\operatorname{co}(\operatorname{dom} f)) \\
\operatorname{rb}\left(\operatorname{dom}\left(\operatorname{co}\left(\mathrm{sc}^{-} f\right)\right)\right)= \\
\operatorname{rb}\left(\operatorname{dom} f^{* *}\right)= \\
=\operatorname{rb}(\operatorname{dom}(\operatorname{co} f))=\operatorname{rb}(\operatorname{co}(\operatorname{dom} f))
\end{array}\right.
\end{gather*}
$$

$$
\begin{equation*}
\operatorname{co}\left(\operatorname{sc}^{-} f\right)(z)=f^{* *}(z)=\operatorname{co} f(z) \text { for every } z \in \mathbf{R}^{n} \backslash \operatorname{rb}(\operatorname{co}(\operatorname{dom} f)) \tag{1.4.3}
\end{equation*}
$$

Proof. It is clear that $\mathrm{co}\left(\mathrm{sc}^{-} f\right)$ is convex.
Since obviously $\mathrm{sc}^{-} f \leq f$, we immediately obtain that

$$
\begin{equation*}
\operatorname{co}\left(\mathrm{sc}^{-} f\right)(z) \leq \operatorname{cof}(z) \text { for every } z \in \mathbf{R}^{n} \tag{1.4.4}
\end{equation*}
$$

On the other side, being $f^{* *}$ lower semicontinuous, we have that $f^{* *} \leq$ $\mathrm{sc}^{-} f$, from which, taking into account the convexity of $f^{* *}$, we conclude that

$$
\begin{equation*}
f^{* *}(z) \leq \operatorname{co}\left(\mathrm{sc}^{-} f\right)(z) \text { for every } z \in \mathbf{R}^{n} \tag{1.4.5}
\end{equation*}
$$

By (1.4.4) and (1.4.5), inequalities in (1.4.1) follow.
Conditions (1.4.2), and (1.4.3) follow from (1.4.1), and Proposition 1.3.2.

In spite of (1.4.3), the following examples prove that, in general, for a given function $f, \operatorname{co}\left(\mathrm{sc}^{-} f\right)$ and $f^{* *}$ may be different.

Example 1.4.2. Let $n=2$, and let $f$ be defined by

$$
f:\left(z_{1}, z_{2}\right) \in \mathbf{R}^{2} \mapsto \begin{cases}z_{2}-z_{1} e^{z_{2}} & \text { if } z_{2} \geq 0 \text { and } 0<z_{1} \leq z_{2} e^{-z_{2}} \\ 0 & \text { if } z_{2} \geq 0 \text { and } z_{2} e^{-z_{2}}<z_{1} \\ +\infty & \text { otherwise. }\end{cases}
$$

Then $\operatorname{dom} f$ is convex, $f$ is upper semicontinuous in $\mathbf{R}^{2}$ and locally Lipschitz in $\operatorname{dom} f$. Moreover, it is clear that

$$
f^{* *}\left(z_{1}, z_{2}\right)=\left\{\begin{array}{ll}
0 & \text { if } z_{1} \geq 0 \text { and } z_{2} \geq 0 \\
+\infty & \text { otherwise }
\end{array} \text { for every }\left(z_{1}, z_{2}\right) \in \mathbf{R}^{2},\right.
$$

whilst it is easy to see that

$$
\operatorname{co}\left(\mathrm{sc}^{-} f\right)\left(z_{1}, z_{2}\right)=\left\{\begin{array}{ll}
z_{2} & \text { if } z_{2} \geq 0 \text { and } z_{1}=0 \\
0 & \text { if } z_{2} \geq 0 \text { and } z_{1}>0 \\
+\infty & \text { otherwise }
\end{array} \text { for every }\left(z_{1}, z_{2}\right) \in \mathbf{R}^{2} .\right.
$$

Note that in this case $\mathrm{co}\left(\mathrm{sc}^{-} f\right)$ is not lower semicontinuous.
In the example below we observe that $\mathrm{co}\left(\mathrm{sc}^{-} f\right)$ and $f^{* *}$ can be different also when $f$ is bounded in $\operatorname{dom} f$, and $\operatorname{dom} f$ is very regular.

Example 1.4.3. Let $n=2$, and let $f$ be defined by

$$
f:\left(z_{1}, z_{2}\right) \in \mathbf{R}^{2} \mapsto \begin{cases}+\infty & \text { if } z_{1} \leq 0 \\ 1-z_{1} e^{z_{2}^{2}} & \text { if } 0<z_{1} \leq e^{-z_{2}^{2}} \\ 0 & \text { if } z_{1}>e^{-z_{2}^{2}},\end{cases}
$$

then $\operatorname{dom} f$ is convex, $f$ is bounded and upper semicontinuous in $\mathbf{R}^{2}$, and locally Lipschitz in $\operatorname{dom} f$. Moreover it is clear that

$$
f^{* *}\left(z_{1}, z_{2}\right)=\left\{\begin{array}{ll}
+\infty & \text { if } z_{1}<0 \\
0 & \text { if } z_{1} \geq 0
\end{array} \text { for every }\left(z_{1}, z_{2}\right) \in \mathbf{R}^{2}\right.
$$

whilst $\mathrm{co}\left(\mathrm{sc}^{-} f\right)$ is given by

$$
\operatorname{co}\left(\mathrm{sc}^{-} f\right)\left(z_{1}, z_{2}\right)=\left\{\begin{array}{ll}
+\infty & \text { if } z_{1}<0 \\
1 & \text { if } z_{1}=0 \\
0 & \text { if } z_{1}>0
\end{array} \text { for every }\left(z_{1}, z_{2}\right) \in \mathbf{R}^{2} .\right.
$$

Also in this case $\mathrm{co}\left(\mathrm{sc}^{-} f\right)$ is not lower semicontinuous.
In spite of the above examples, for a given $\left.\left.f: \mathbf{R}^{n} \rightarrow\right]-\infty,+\infty\right]$, $\mathrm{co}\left(\mathrm{sc}^{-} f\right)$ can be constructed from $f$ by means of a suitable use of the ** operator.

To do this, we say that $\left.\left.f: \mathbf{R}^{n} \rightarrow\right]-\infty,+\infty\right]$ is locally bounded from below if for every compact set $K \subseteq \mathbf{R}^{n}$ there exists $c_{K} \in \mathbf{R}$ such that $f(z) \geq c_{K}$ for every $z \in K$.

Proposition 1.4.4. Let $\left.\left.f: \mathbf{R}^{n} \rightarrow\right]-\infty,+\infty\right]$. Assume that $f$ is locally bounded from below. Then

$$
\operatorname{co}\left(\operatorname{sc}^{-} f\right)(z)=\inf _{m \in \mathbf{N}}\left(f+I_{Q_{m}(0)}\right)^{* *}(z) \text { for every } z \in \mathbf{R}^{n} .
$$

Proof. It is clear that

$$
\begin{equation*}
\inf _{m \in \mathbf{N}}\left(f+I_{Q_{m}(0)}\right)^{* *}(z) \leq\left(f+I_{Q_{k}(0)}\right)^{* *}(z) \leq \tag{1.4.6}
\end{equation*}
$$

$\leq \mathrm{sc}^{-}\left(f+I_{Q_{k}(0)}\right)(z)=\mathrm{sc}^{-} f(z)$ for every $z \in \mathbf{R}^{n}, k \in \mathbf{N}$ with $z \in Q_{k}(0)$.
Moreover, being $\left\{\left(f+I_{Q_{m}(0)}\right)^{* *}(z)\right\}$ decreasing for every $z \in \mathbf{R}^{n}$, the function $\inf _{m \in \mathbf{N}}\left(f+I_{Q_{m}(0)}\right)^{* *}$ turns out to be convex. Consequently, by (1.4.6) we deduce that

$$
\begin{equation*}
\inf _{m \in \mathbf{N}}\left(f+I_{Q_{m}(0)}\right)^{* *}(z) \leq \operatorname{co}\left(\operatorname{sc}^{-} f\right)(z) \text { for every } z \in \mathbf{R}^{n} . \tag{1.4.7}
\end{equation*}
$$

In order to prove the reverse inequality, we fix $z \in \mathbf{R}^{n}$ and $m \in \mathbf{N}$, and observe that $f+I_{Q_{m}(0)}$ is bounded from below. Then by Theorem 1.3.4 applied to $f+I_{Q_{m}(0)}$, and Theorem 1.2.6, we get $z_{1}^{m}, \ldots, z_{n+1}^{m} \in \mathbf{R}^{n}$, $t_{1}^{m}, \ldots, t_{n+1}^{m} \in\left[0,+\infty\left[\right.\right.$ with $\sum_{j=1}^{n+1} t_{j}^{m}=1, \sum_{j=1}^{n+1} t_{j}^{m} z_{j}^{m}=z$ such that

$$
\begin{aligned}
\left(f+I_{Q_{m}(0)}\right)^{* *}(z) & =\sum_{j=1}^{n+1} t_{j}^{m} \operatorname{sc}^{-}\left(f+I_{Q_{m}(0)}\right)\left(z_{j}^{m}\right) \geq \sum_{j=1}^{n+1} t_{j}^{m} \mathrm{sc}^{-} f\left(z_{j}^{m}\right) \geq \\
& \geq \operatorname{co}\left(\mathrm{sc}^{-} f\right)(z) \text { for every } m \in \mathbf{N} .
\end{aligned}
$$

Therefore, as $m$ diverges, we conclude that

$$
\begin{equation*}
\inf _{m \in \mathbf{N}}\left(f+I_{Q_{m}(0)}\right)^{* *}(z) \geq \operatorname{co}\left(\operatorname{sc}^{-} f\right)(z) \text { for every } z \in \mathbf{R}^{n} \tag{1.4.8}
\end{equation*}
$$

By (1.4.7) and (1.4.8) the proof follows.
Remark 1.4.5. We observe explicitly that Proposition 1.4.4 continues to hold if we replace the cubes considered there with another increasing sequence of sets covering $\mathbf{R}^{n}$. In particular, it is easy to see that

$$
\inf _{m \in \mathbf{N}}\left(f+I_{Q_{m}(0)}\right)^{* *}=\inf _{m \in \mathbf{N}}\left(f+I_{z_{0}+m\left(A-z_{0}\right)}\right)^{* *}
$$

whenever $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty], A \in \mathcal{A}_{0}, z_{0} \in A$.

Let $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$. We now propose some conditions in order to have identity between the $\operatorname{co}\left(\mathrm{sc}^{-} f\right)$ and $f^{* *}$.

Remark 1.4.6. Let $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$. Then, by using the convexity of $\mathrm{co}\left(\mathrm{sc}^{-} f\right),(1.3 .3)$, and (1.4.1), we deduce that the following conditions are equivalent

$$
\begin{gathered}
\operatorname{co}\left(\mathrm{sc}^{-} f\right)(z)=f^{* *}(z) \text { for every } z \in \mathbf{R}^{n} \\
\operatorname{co}\left(\mathrm{sc}^{-} f\right) \text { is lower semicontinuous. }
\end{gathered}
$$

Proposition 1.4.7. Let $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$. Assume that $\operatorname{co}(\operatorname{dom} f)$ is an affine set. Then $\operatorname{co}\left(\mathrm{sc}^{-} f\right)=f^{* *}$.

In particular, $\operatorname{co}\left(\mathrm{sc}^{-} f\right)=f^{* *}$ if $\operatorname{co}(\operatorname{dom} f)=\mathbf{R}^{n}$, or if $\operatorname{dom} f=\mathbf{R}^{n}$.
Proof. By (1.2.6), cof turns out to be convex and finite in $\operatorname{co}(\operatorname{dom} f)$. Therefore, since our assumptions imply that $\operatorname{co}(\operatorname{dom} f)=\operatorname{ri}(\operatorname{co}(\operatorname{dom} f))$, by using Theorem 1.1.17, cof turns out to be continuous in $\operatorname{co}(\operatorname{dom} f)$.

On the other side, our assumptions imply also that $\operatorname{co}(\operatorname{dom} f)$ is closed. This, together with the continuity of $\operatorname{cof} \operatorname{in} \operatorname{co}(\operatorname{dom} f)$, yields the lower semicontinuity of $\operatorname{cof}$ on the whole $\mathbf{R}^{n}$, and hence that $\operatorname{co} f(z) \leq f^{* *}(z)$ for every $z \in \mathbf{R}^{n}$.

Because of this, and (1.2.7) the first part of the proposition follows.
The second part follows from the first one, since, by (1.2.3), $\operatorname{dom} f \subseteq$ co( $\operatorname{dom} f)$.

Proposition 1.4.8. Let $\left.\left.f: \mathbf{R}^{n} \rightarrow\right]-\infty,+\infty\right]$. Assume that $f$ is bounded from below, and that $\lim _{z \rightarrow \infty} \frac{f(z)}{|z|}=+\infty$. Then $\operatorname{co}\left(\mathrm{sc}^{-} f\right)=f^{* *}$.

Proof. By Theorem 1.3.4, and Theorem 1.2.6 we obtain that

$$
f^{* *}(z)=\min \left\{\sum_{j=1}^{n+1} t_{j} \mathrm{sc}^{-} f\left(z_{j}\right): z_{j} \in \mathbf{R}^{n}, t_{j} \in[0,+\infty[\right.
$$

for every $\left.j \in\{1, \ldots, n+1\}, \sum_{j=1}^{n+1} t_{j}=1, \sum_{j=1}^{n+1} t_{j} z_{j}=z\right\}=\operatorname{co}\left(\mathrm{sc}^{-} f\right)(z)$
for every $z \in \mathbf{R}^{n}$,
which proves the proposition.

Remark 1.4.9. Let $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$. Then, by (1.4.3) of Proposition 1.4.1, we deduce that

$$
f^{* *}(z)=\operatorname{co}\left(\operatorname{sc}^{-} f\right)(z)=\operatorname{co} f(z) \text { for every } z \in \mathbf{R}^{n} \backslash \operatorname{rb}(\operatorname{co}(\operatorname{dom} f))
$$

therefore, to prove identity between $\operatorname{co}\left(\mathrm{sc}^{-} f\right)$ and $f^{* *}$, we have to prove only their coincidence in $\operatorname{rb}(\operatorname{co}(\operatorname{dom} f))$.

In the following results, given $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$, we prove that coincidence of $\operatorname{co}\left(\mathrm{sc}^{-} f\right)$ with $f^{* *}$ depends, in some cases, only on some geometric properties of $\operatorname{dom} f$. We also characterize the convex subsets of $\mathbf{R}^{n}$ that are convex hulls of effective domains of functions for which such coincidence holds.

We start with some results of local nature.
Proposition 1.4.10. Let $\left.\left.f: \mathbf{R}^{n} \rightarrow\right]-\infty,+\infty\right]$, and $z_{0} \in \operatorname{rb}(\operatorname{co}(\operatorname{dom} f))$. Assume that $f$ is locally bounded from below, and that there exists a non-trivial supporting hyperplane to $\operatorname{co}(\operatorname{dom} f)$ having bounded intersection with $\mathrm{rb}(\operatorname{co}(\operatorname{dom} f))$ and containing $z_{0}$. Then

$$
\operatorname{co}\left(\mathrm{sc}^{-} f\right)\left(z_{0}\right)=f^{* *}\left(z_{0}\right)
$$

Proof. Let $H$ be the non-trivial supporting hyperplane to $\operatorname{co}(\operatorname{dom} f)$ having bounded intersection with $\operatorname{rb}(\operatorname{co}(\operatorname{dom} f))$ and containing $z_{0}, \Sigma$ be the closed half-space containing $\operatorname{co}(\operatorname{dom} f)$ whose boundary is $H$, and $r>0$ be such that

$$
\begin{equation*}
H \cap \operatorname{rb}(\operatorname{co}(\operatorname{dom} f)) \subseteq B_{r}\left(z_{0}\right) \tag{1.4.9}
\end{equation*}
$$

Let $m \in \mathbf{N}$ be such that $B_{2 r}\left(z_{0}\right) \subseteq Q_{m}(0)$.
By using the local boundedness from below assumption, let us take an affine function $\alpha$ with $\alpha(z) \leq\left(f+I_{Q_{m}(0)}\right)(z)$ for every $z \in \mathbf{R}^{n}$. Moreover, let $\eta \in \mathbf{R}$ with $\eta<\min \left\{\alpha\left(z_{0}\right), 0\right\}$, and, for every $\tau>0$, let $\alpha_{\tau}$ be an affine function verifying

$$
\left\{\begin{array}{l}
\alpha_{\tau_{2}}(z)<\alpha_{\tau_{1}}(z)<\alpha(z)  \tag{1.4.10}\\
\left.\quad \text { for every } \tau_{1}, \tau_{2} \in\right] 0,+\infty\left[\text { with } \tau_{1}<\tau_{2}, z \in \operatorname{int}(\Sigma)\right. \\
\lim _{\tau \rightarrow+\infty} \alpha_{\tau}(z)=-\infty \text { for every } z \in \operatorname{int}(\Sigma) \\
\alpha_{\tau}(z)=\alpha(z) \text { for every } \tau>0, \quad z \in H
\end{array}\right.
$$

Finally, for every $\tau>0$, let us set $P_{\tau}=\left\{z \in \mathbf{R}^{n}: \alpha_{\tau}(z)=\eta\right\}$, and denote by $\Sigma_{\tau}$ the closed half-space containing $z_{0}$ whose boundary is $P_{\tau}$.

Let us prove that

$$
\begin{equation*}
\text { there exists } \tau_{0}>0 \text { such that } \Sigma \cap \Sigma_{\tau_{0}} \cap \overline{\operatorname{co}(\operatorname{dom} f)} \subseteq B_{2 r}\left(z_{0}\right) \tag{1.4.11}
\end{equation*}
$$

To do this we argue by contradiction. We assume that for every $h \in \mathbf{N}$ there exists $z_{h} \in \Sigma \cap \Sigma_{h} \cap \overline{\operatorname{co}(\operatorname{dom} f)}$ with $\left|z_{h}-z_{0}\right| \geq 2 r$. Then, by the convexity of $\overline{\operatorname{co}(\operatorname{dom} f)}$, we get that

$$
\begin{equation*}
\xi_{h}=z_{0}+2 r \frac{z_{h}-z_{0}}{\left|z_{h}-z_{0}\right|} \in \overline{\operatorname{co}(\operatorname{dom} f)} \text { for every } h \in \mathbf{N} \tag{1.4.12}
\end{equation*}
$$

It is clear that $\left|\xi_{h}-z_{0}\right|=2 r$, that by (1.4.10) $\lim _{h \rightarrow+\infty} \operatorname{dist}\left(\xi_{h}, H\right)=0$, and that there exist $\left\{\xi_{h_{k}}\right\} \subseteq\left\{\xi_{h}\right\}$ and $\xi \in \mathbf{R}^{n}$ such that $\lim _{k \rightarrow+\infty} \xi_{h_{k}}=\xi$.

Then, once we observe that $\overline{\operatorname{co}(\operatorname{dom} f)} \cap H=\operatorname{rb}(\operatorname{co}(\operatorname{dom} f)) \cap H$, by (1.4.12) it follows that $\xi \in \operatorname{rb}(\operatorname{co}(\operatorname{dom} f)) \cap H$ and $\left|\xi-z_{0}\right|=2 r$, contrary to (1.4.9).

Let $\tau_{0}$ be given by (1.4.11). Then, since $f(z)=+\infty$ for every $z \in \mathbf{R}^{n} \backslash \Sigma$ and $f(z) \geq 0>\eta$ for every $z \in \Sigma$, it turns out that

$$
\begin{equation*}
\alpha_{\tau_{0}}(z) \leq f(z) \text { for every } z \in\left(\mathbf{R}^{n} \backslash \Sigma\right) \cup\left(\mathbf{R}^{n} \backslash \Sigma_{\tau_{0}}\right) \tag{1.4.13}
\end{equation*}
$$

Moreover, since $B_{2 r}\left(z_{0}\right) \subseteq Q_{m}(0)$, by (1.4.11) we get that $f(z)=+\infty$ for every $z \in\left(\Sigma \cap \Sigma_{\tau_{0}}\right) \backslash Q_{m}(0)$, and hence, taking into account also (1.4.10), that

$$
\begin{equation*}
\alpha_{\tau_{0}}(z) \leq f(z) \text { for every } z \in \Sigma \cup \Sigma_{\tau_{0}} \tag{1.4.14}
\end{equation*}
$$

In conclusion, by (1.4.13) and (1.4.14), we have that $\alpha_{\tau_{0}}(z) \leq f(z)$ for every $z \in \mathbf{R}^{n}$, from which, together with (1.4.10), we infer that

$$
\begin{equation*}
\alpha\left(z_{0}\right)=a_{\tau_{0}}\left(z_{0}\right) \leq f^{* *}\left(z_{0}\right) \tag{1.4.15}
\end{equation*}
$$

By (1.4.15), since $\alpha$ is a generic affine function with $\alpha \leq f+I_{Q_{m}(0)}$ on $\mathbf{R}^{n}$, we conclude that $\left(f+I_{Q_{m}(0)}\right)^{* *}\left(z_{0}\right) \leq f^{* *}\left(z_{0}\right)$ and, by (1.4.1) of Proposition 1.4.1, that

$$
f^{* *}\left(z_{0}\right) \leq \operatorname{co}\left(\mathrm{sc}^{-} f\right)\left(z_{0}\right) \leq\left(f+I_{Q_{m}(0)}\right)^{* *}\left(z_{0}\right) \leq f^{* *}\left(z_{0}\right)
$$

which proves the proposition.

Proposition 1.4 .10 can be inverted. To do this, let us first prove the following result.

Lemma 1.4.11. Let $C$ be a convex subset of $\mathbf{R}^{n}$, and $H$ be a non-trivial supporting hyperplane to $C$. Then $H \cap \operatorname{rb}(C)$ is unbounded if and only if $H \cap \operatorname{rb}(C)$ contains a half-line.

Proof. It is clear that, if $H \cap \operatorname{rb}(C)$ contains a half-line, then $H \cap \operatorname{rb}(C)$ is unbounded.

Conversely, let us assume that $H \cap \operatorname{rb}(C)$ is unbounded, let $z_{0} \in H \cap$ $\operatorname{rb}(C)$, and observe that it is not restrictive to assume that $z_{0}=0$.

For every $h \in \mathbf{N}$ there exists $z_{h} \in H \cap \operatorname{rb}(C)$ with $\left|z_{h}\right|>h$, and set $\xi_{h}=z_{h} /\left|z_{h}\right|$. Then, since $0 \in H \cap \bar{C}$, by the convexity of $H \cap \bar{C}$ we deduce that $\xi_{h} \in H \cap \bar{C}$ for every $h \in \mathbf{N}$. Let $\xi_{0} \in \mathbf{R}^{n}$ be such that $\left|\xi_{0}\right|=1$ and, up to subsequences, $\xi_{h} \rightarrow \xi_{0}$. Then, being $H \cap \bar{C}$ closed, we get also that $\xi_{0} \in H \cap \bar{C}$.

Let us prove that the half-line $\left\{t \xi_{0}: t \geq 0\right\}$ is contained in $H \cap \bar{C}$, this will conclude the proof since $H \cap \bar{C}=H \cap \operatorname{rb}(C)$.

Let $t>0$. Then it is clear that $t \xi_{0} \in H$, so we only have to prove that $t \xi_{0} \in \bar{C}$.

Let $r>0$, and take $h \in \mathbf{N}$ be such that $\left|z_{h}\right|>t$, and $\xi_{h} \in B_{r /(2 t)}\left(\xi_{0}\right)$. Then, since $0 \in \bar{C}$, by the convexity of $\bar{C}$ we conclude that $t \xi_{h}=\frac{t}{\left|z_{h}\right|} z_{h} \in \bar{C}$, and that $t \xi_{h} \in B_{r / 2}\left(t \xi_{0}\right)$. Because of this, we infer that $B_{r}\left(t \xi_{0}\right) \cap \operatorname{ri}(C) \neq \emptyset$ for every $r>0$, i.e. $t \xi_{0} \in \bar{C}$.

Proposition 1.4.12. Let $C$ be a convex subset of $\mathbf{R}^{n}$, $H$ be a non-trivial supporting hyperplane to $C$, and assume that $\operatorname{co}\left(\mathrm{sc}^{-} f\right)(z)=f^{* *}(z)$ for every $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ with $\operatorname{co}(\operatorname{dom} f)=C$ and every $z \in H \cap \operatorname{rb}(C)$. Then $H \cap \operatorname{rb}(C)$ is bounded.

Proof. If $n=1$ the proposition is certainly true since $\operatorname{rb}(C)$ is empty or bounded.

If $n>1$ let us prove that if $H \cap \operatorname{rb}(C)$ is unbounded, then

$$
\begin{equation*}
\text { there exist } f: \mathbf{R}^{n} \rightarrow[0,+\infty] \text { with } \operatorname{co}(\operatorname{dom} f)=C \text {, } \tag{1.4.16}
\end{equation*}
$$

and $\bar{z} \in H \cap \operatorname{rb}(C)$ such that $\operatorname{co}\left(\mathrm{sc}^{-} f\right)(\bar{z}) \neq f^{* *}(\bar{z})$.
To do this let $l$ be the half-line with $l \subseteq H \cap \operatorname{rb}(C)$ given by Lemma 1.4.11, and assume for the moment that $H=\left\{z \in \mathbf{R}^{n}: z_{1}=0\right\},\left\{z \in \mathbf{R}^{n}\right.$ : $\left.z_{1}=z_{2}=\ldots=z_{n-1}=0, z_{n} \geq-1\right\} \subseteq l$, and that $C \subseteq\left\{z \in \mathbf{R}^{n}: z_{1} \geq 0\right\}$. As in Example 1.4.2, let $f_{0}$ be given by

$$
f_{0}:\left(y_{1}, y_{2}\right) \in \mathbf{R}^{2} \mapsto \begin{cases}y_{2}-y_{1} e^{y_{2}} & \text { if } y_{2}>0 \text { and } 0 \leq y_{1}<y_{2} e^{-y_{2}} \\ 0 & \text { if } y_{1} \geq \max \left\{y_{2} e^{-y_{2}}, 0\right\} \\ +\infty & \text { if } y_{1}<0,\end{cases}
$$

and set

$$
f:\left(z_{1}, \ldots, z_{n}\right) \in \mathbf{R}^{n} \mapsto f_{0}\left(z_{1}, z_{n}\right)+I_{C}\left(z_{1}, \ldots, z_{n}\right)
$$

Then $\operatorname{co}(\operatorname{dom} f)=\operatorname{dom} f=C$.
Let $\tilde{z} \in \operatorname{ri}(C)$ with $\tilde{z}_{n}=0$, and set $S=\left\{t \tilde{z}+(1-t) z: z \in l\right.$ with $z_{n} \geq$ $0, t \in] 0,1]\}$. Then it is clear that $S \subseteq \operatorname{ri}(C)$, and hence that
for every $z \in S$ there exist $\xi_{1}, \xi_{2} \in S, \tau \in[0,1]$ such that

$$
\begin{equation*}
z=(1-\tau) \xi_{1}+\tau \xi_{2} \text { and } f\left(\xi_{1}\right)=f\left(\xi_{2}\right)=0 \tag{1.4.17}
\end{equation*}
$$

Therefore, by the convexity of cof, (1.2.3), and (1.4.17), we conclude that

$$
\begin{equation*}
\operatorname{cof}(z) \leq(1-\tau) \operatorname{cof}\left(\xi_{1}\right)+\tau \operatorname{cof}\left(\xi_{2}\right) \leq(1-\tau) f\left(\xi_{1}\right)+\tau f\left(\xi_{2}\right)=0 \tag{1.4.18}
\end{equation*}
$$

for every $z \in S$
and, by Proposition 1.3.1 and (1.4.18), that

$$
\begin{equation*}
f^{* *}\left(0,0, \ldots, 0, z_{n}\right)=0 \text { for every } z_{n}>0 \tag{1.4.19}
\end{equation*}
$$

Let now $m \in \mathbf{N}$, and observe that the affine function $\alpha_{m}:\left(z_{1}, \ldots, z_{n}\right) \in$ $\mathbf{R}^{n} \mapsto z_{n}-e^{m / 2} z_{1}$ is such that $\alpha_{m} \leq f_{0}+I_{Q_{m}(0)} \leq f+I_{Q_{m}(0)}$ on $\mathbf{R}^{n}$, and that this yields

$$
\begin{equation*}
\bar{z}_{n}=\alpha_{m}(\bar{z}) \leq\left(f+I_{Q_{m}(0)}\right)^{* *}(\bar{z}) \tag{1.4.20}
\end{equation*}
$$

for every $m \in \mathbf{N}, \bar{z} \in\left\{z \in \mathbf{R}^{n}: z_{1}=z_{2}=\ldots=z_{n-1}=0,0 \leq z_{n} \leq m / 2\right\}$.
In conclusion, by (1.4.19), (1.4.20), and Proposition 1.4.4 we obtain that

$$
f^{* *}(\bar{z})<\operatorname{co}\left(\mathrm{sc}^{-} f\right)(\bar{z})
$$

for every $\bar{z} \in\left\{z \in \mathbf{R}^{n}: z_{1}=z_{2}=\ldots=z_{n-1}=0, z_{n}>0\right\}$
provided that $H=\left\{z \in \mathbf{R}^{n}: z_{1}=0\right\},\left\{z \in \mathbf{R}^{n}: z_{1}=z_{2}=\ldots=z_{n-1}=\right.$ $\left.0, z_{n} \geq-1\right\} \subseteq l$, and that $C \subseteq\left\{z \in \mathbf{R}^{n}: z_{1} \geq 0\right\}$.

In order to prove (1.4.16) in the general case, let $A: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ be a one-to-one affine mapping such that $A(H)=\left\{\zeta \in \mathbf{R}^{n}: \zeta_{1}=0\right\}, A(l) \supseteq\{\zeta \in$ $\left.\mathbf{R}^{n}: \zeta_{1}=\zeta_{2}=\ldots=\zeta_{n-1}=0, \zeta_{n} \geq-1\right\}$, and $A(C) \subseteq\left\{\zeta \in \mathbf{R}^{n}: \zeta_{1} \geq 0\right\}$. Then, by (1.4.16) in the just considered particular case, we deduce the existence of a function $g: \mathbf{R}^{n} \rightarrow[0,+\infty]$ with $\operatorname{co}(\operatorname{dom} g)=A(C)$ such that

$$
\begin{equation*}
\operatorname{co}\left(\mathrm{sc}^{-} g\right)(\bar{\zeta})>g^{* *}(\bar{\zeta}) \text { for some } \bar{\zeta} \in A(H) \cap A(C) \tag{1.4.21}
\end{equation*}
$$

and set $f=g(A(\cdot))$.
By using Theorem 1.2.6 it is not difficult to verify that $\operatorname{cof}(z)=$ $\operatorname{cog}(A(z))$ for every $z \in \mathbf{R}^{n}$, from which, together with Proposition 1.3.1, we conclude that

$$
\begin{equation*}
f^{* *}(z)=g^{* *}(A(z)) \text { for every } z \in \mathbf{R}^{n} \tag{1.4.22}
\end{equation*}
$$

Analogously, for every $m \in \mathbf{N}$, we have that $f+I_{Q_{m}(0)}=g(A(\cdot))+$ $I_{A\left(Q_{m}(0)\right)}(A(\cdot))$, and therefore that $\left(f+I_{Q_{m}(0)}\right)^{* *}=\left(g+I_{A\left(Q_{m}(0)\right)}\right)^{* *}(A(\cdot))$. Therefore by Proposition 1.4.4, and Remark 1.4.5, we infer that

$$
\begin{equation*}
\operatorname{co}\left(\mathrm{sc}^{-} f\right)(z)=\inf _{m \in \mathbf{N}}\left(f+I_{Q_{m}(0)}\right)^{* *}(z)= \tag{1.4.23}
\end{equation*}
$$

$$
=\inf _{m \in \mathbf{N}}\left(g+I_{A\left(Q_{m}(0)\right)}\right)^{* *}(A(z))=\inf _{m \in \mathbf{N}}\left(g+I_{Q_{m}(0)}\right)^{* *}(A(z))=\operatorname{co}\left(\operatorname{sc}^{-} g\right)(A(z))
$$

$$
\text { for every } z \in \mathbf{R}^{n}
$$

By (1.4.23), (1.4.21), and (1.4.22) we obtain that

$$
\operatorname{co}\left(\mathrm{sc}^{-} f\right)(\bar{z})>f^{* *}(\bar{z}) \text { for some } \bar{z} \in H \cap C
$$

from which (1.4.16) follows. This completes the proof.
By the previous results we deduce the following characterization of global nature.

Theorem 1.4.13. Let $C$ be a convex subset of $\mathbf{R}^{n}$. Then the following conditions are equivalent
(1.4.24) for every $z_{0} \in \operatorname{rb}(C)$ there exists a non-trivial supporting hyperplane $H$ to $C$ containing $z_{0}$ such that $H \cap \operatorname{rb}(C)$ is bounded,

$$
\begin{equation*}
\left.\left.\operatorname{co}\left(\mathrm{sc}^{-} f\right)=f^{* *} \text { for every } f: \mathbf{R}^{n} \rightarrow\right]-\infty,+\infty\right] \tag{1.4.25}
\end{equation*}
$$ locally bounded from below, with $\operatorname{co}(\operatorname{dom} f)=C$,

for every non-trivial supporting hyperplane $H$ to $C$,

$$
\begin{equation*}
H \cap \operatorname{rb}(C) \text { is bounded. } \tag{1.4.26}
\end{equation*}
$$

Proof. Let us prove that $(1.4 .24) \Rightarrow(1.4 .25) \Rightarrow(1.4 .26) \Rightarrow$ (1.4.24).
It is clear that (1.4.24), together with Remark 1.4.9, and Proposition 1.4.10, implies (1.4.25), and that, by Proposition 1.4.12, (1.4.26) follows from (1.4.25).

Finally let $z_{0} \in \operatorname{rb}(C)$, and let $H$ be the non-trivial supporting hyperplane to $C$ containing $z_{0}$ given by Theorem 1.1.7. Then (1.4.26) yields (1.4.24).

By Theorem 1.4.13 we deduce the following corollaries.
Corollary 1.4.14. Let $\left.\left.f: \mathbf{R}^{n} \rightarrow\right]-\infty,+\infty\right]$ be bounded from below, and assume that $\operatorname{dom} f$ is bounded. Then $\operatorname{co}\left(\mathrm{sc}^{-} f\right)=f^{* *}$.
Proof. Follows by Theorem 1.4.13 once we observe that, if $\operatorname{dom} f$ is bounded, so is also $\operatorname{rb}(\operatorname{co}(\operatorname{dom} f))$.

Let $C$ be a convex set, we recall that $C$ is said to be strictly convex if for every $z_{1}, z_{2} \in \operatorname{rb}(C)$ with $z_{1} \neq z_{2}$ and $\left.t \in\right] 0,1\left[\right.$, it results $t z_{1}+(1-t) z_{2} \in$ $\operatorname{ri}(C)$ (or, equivalently, if every point of $\operatorname{rb}(C)$ is an extreme point of $\bar{C}$; cf . for example [R, Chapter 18]).
Corollary 1.4.15. Let $\left.f: \mathbf{R}^{n} \rightarrow\right]-\infty,+\infty$ ] be locally bounded from below. Assume that $\operatorname{co}(\operatorname{dom} f)$ is strictly convex. Then $\operatorname{co}\left(\mathrm{sc}^{-} f\right)=f^{* *}$.
Proof. Follows from Theorem 1.4.13, once we observe that if $\operatorname{co}(\operatorname{dom} f)$ is strictly convex, then for every non-trivial supporting hyperplane $H$ to $\operatorname{co}(\operatorname{dom} f), H \cap \operatorname{rb}(\operatorname{co}(\operatorname{dom} f))$ consists of only one point.

Corollary 1.4.16. Let $f: \mathbf{R} \rightarrow]-\infty,+\infty]$ be locally bounded from below. Then $\operatorname{co}\left(\mathrm{sc}^{-} f\right)=f^{* *}$.
Proof. Let us observe that in one dimension $\operatorname{rb}(\operatorname{co}(\operatorname{dom} f))$ can be empty, or made up by one or two points.

If it is empty, then $\operatorname{co}(\operatorname{dom} f)=\mathbf{R}$, and the corollary follows from Proposition 1.4.7. Otherwise $\operatorname{rb}(\operatorname{co}(\operatorname{dom} f))$ is bounded, and Theorem 1.4.13 applies.

## Chapter 2

## Elements of Measure and Increasing Set Functions Theories

The present chapter is devoted to the treatment of set functions in a measure theoretic framework (cf. for example [Co], [DuS], and [Ru] for general references on the subject).

In the first sections we recall the main concepts and results from measure theory needed in the book, together with the basics of $L^{p}$ spaces.

The final sections deal mainly with increasing set functions, that are introduced, and whose main properties are established. In particular the notion of inner regular envelope is recalled, and some abstract criteria ensuring the identity of an increasing set function with its inner regular envelope are established. The link between increasing set functions and measure theory is furnished by the De Giorgi-Letta Extension Theorem (cf. [DM2], [DGL]), which is also proved in our setting.

Applications are made to functionals, depending on open sets and functions, that are increasing when the second variable is fixed.

## §2.1 Measures and Integrals

Let $\Omega$ be a nonempty set. We say that a collection $\mathcal{E}$ of subsets of $\Omega$ is a $\sigma$-algebra on $\Omega$ if

$$
\begin{gathered}
\emptyset \in \mathcal{E}, \\
\Omega \backslash A \in \mathcal{E} \text { whenever } A \in \mathcal{E}, \\
\cup_{h \in \mathbf{N}} A_{h} \in \mathcal{E} \text { whenever } A_{h} \in \mathcal{E} \text { for every } h \in \mathbf{N} .
\end{gathered}
$$

Given a $\sigma$-algebra on $\Omega$, we say that the couple $(\Omega, \mathcal{E})$ is a measure space.

If $\Omega$ is a topological space, we denote by $\mathcal{B}(\Omega)$ the intersection of all the $\sigma$-algebras on $\Omega$ containing the open subsets of $\Omega$. It turns out that $\mathcal{B}(\Omega)$ is actually the smallest $\sigma$-algebra on $\Omega$ containing the open subsets of $\Omega$, and is called the $\sigma$-algebra of the Borel subsets of $\Omega$, and its elements are called Borel sets. In this way, $(\Omega, \mathcal{B}(\Omega))$ becomes a measure space, called Borel measure space.

Let $(\Omega, \mathcal{E})$ be a measure space. In order to define what we are going to call measures, we introduce the two different notions of positive measure and of real or vector measure, that, even if similar, enjoy different peculiarities, and play different roles.

If $\mu: \mathcal{E} \rightarrow[0,+\infty]$, we say that $\mu$ is a positive measure on $\mathcal{E}$ (or simply a measure if no confusion may occur) if $\mu(\emptyset)=0$, and $\mu$ is countably additive in the sense that

$$
\begin{equation*}
\mu\left(\cup_{h=1}^{+\infty} A_{h}\right)=\sum_{h=1}^{+\infty} \mu\left(A_{h}\right) \tag{2.1.1}
\end{equation*}
$$

whenever $A_{1}, \ldots, A_{h}, \ldots \in \mathcal{E}$ are pairwise disjoint.
If $m \in \mathbf{N}$, and $\mu: \mathcal{E} \rightarrow \mathbf{R}^{m}$, we say that $\mu$ is a measure on $\mathcal{E}$ (or simply a measure if no confusion may occur) if $\mu(\emptyset)=0$, and $\mu$ is countably additive in the sense of (2.1.1). When $m=1$, we say that $\mu$ is a real measure, when $m>1$ we say that $\mu$ is a vector measure.

We observe that, in the case of measures, the series in (2.1.1) must necessarily converge absolutely since the union in the left-hand side of (2.1.1) does not depend on the order in which the sets $A_{1}, \ldots, A_{h}, \ldots$ are listed.

For every (real or vector) measure $\mu$ on $\mathcal{E}$, we define the total variation $|\mu|$ of $\mu$ as the set function defined by

$$
\begin{gathered}
|\mu|: A \in \mathcal{E} \mapsto \sup \left\{\sum_{h=1}^{+\infty}\left|\mu\left(A_{h}\right)\right|: A_{h} \in \mathcal{E} \text { for every } h \in \mathbf{N}\right. \\
\left.A_{1}, A_{2}, \ldots, A_{h}, \ldots \text { pairwise disjoint, } \cup_{h=1}^{+\infty} A_{h}=A\right\}
\end{gathered}
$$

Moreover, if $\mu$ is a real measure, we define the positive part $\mu^{+}$of $\mu$, and the negative part $\mu^{-}$of $\mu$ as the set functions defined by

$$
\mu^{+}: A \in \mathcal{E} \mapsto \frac{|\mu|(A)+\mu(A)}{2}, \quad \mu^{-}: A \in \mathcal{E} \mapsto \frac{|\mu|(A)-\mu(A)}{2}
$$

Then it is well known that the total variation of a measure turns out to be a positive measure taking only finite values, and

$$
|\mu(A)| \leq|\mu|(A) \text { for every } A \in \mathcal{E}
$$

Consequently, so do the positive and negative parts of a real measure, and

$$
0 \leq \mu^{+}(A) \leq|\mu|(A), 0 \leq \mu^{-}(A) \leq|\mu|(A) \text { for every } A \in \mathcal{E}
$$

It is also well known that the total variation is a norm on the set of the measures on $\mathcal{E}$, and that, once we endow it with the topology induced by $|\cdot|$, this set actually becomes a Banach space.

We say that a positive measure $\mu$ is $\sigma$-finite if $\Omega=\cup_{h \in \mathbf{N}} A_{h}$, where, for every $h \in \mathbf{N}, A_{h} \in \mathcal{E}$, and $\mu\left(A_{h}\right)<+\infty$.

If $\left(\Omega_{1}, \mathcal{E}_{1}\right),\left(\Omega_{2}, \mathcal{E}_{2}\right)$ are measure spaces, the intersection of all the $\sigma$ algebras on $\Omega_{1} \times \Omega_{2}$ containing $\left\{A_{1} \times A_{2}: A_{1} \in \mathcal{E}_{1}, A_{2} \in \mathcal{E}_{2}\right\}$ is denoted, with an abuse of notation, by $\mathcal{E}_{1} \times \mathcal{E}_{2}$. It turns out that $\mathcal{E}_{1} \times \mathcal{E}_{2}$ is actually the smallest $\sigma$-algebra on $\Omega_{1} \times \Omega_{2}$ containing $\left\{A_{1} \times A_{2}: A_{1} \in \mathcal{E}_{1}, A_{2} \in \mathcal{E}_{2}\right\}$, and is called the product $\sigma$-algebra of $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$. In this way, $\left(\Omega_{1} \times \Omega_{2}, \mathcal{E}_{1} \times \mathcal{E}_{2}\right)$ becomes a measure space, called product measure space of $\left(\Omega_{1}, \mathcal{E}_{1}\right)$ and $\left(\Omega_{2}, \mathcal{E}_{2}\right)$.

If $\Omega$ is a topological space, a positive measure (respectively a measure) $\mu$ on $\mathcal{B}(\Omega)$ is said to be a Borel positive measure (respectively a Borel measure) on $\Omega$. A Borel positive measure on $\Omega$ that is finite on each compact subset of $\Omega$ is said to be a Radon positive measure on $\Omega$.

The restriction of Lebesgue measure to $\mathcal{B}\left(\mathbf{R}^{n}\right)$ is the classical example of Radon positive measure on $\mathbf{R}^{n}$.

For every $E \subseteq \mathbf{R}^{n}$, and $\delta>0$ let us set

$$
\begin{aligned}
\mathcal{H}_{\delta}^{n-1}(E)= & \frac{\omega_{n-1}}{2^{n-1}} \inf \left\{\sum_{j=1}^{+\infty}\left(\operatorname{diam}\left(E_{j}\right)\right)^{n-1}: E \subseteq \cup_{j=1}^{+\infty} E_{j},\right. \\
& \left.\operatorname{diam}\left(E_{j}\right)<\delta \text { for every } j \in \mathbf{N}\right\},
\end{aligned}
$$

where $\omega_{n-1}$ denotes the Lebesgue measure of the unit ball in $\mathbf{R}^{n-1}$.
Then, fixed $E \subseteq \mathbf{R}^{n}$, it is easy to verify that $\left.\delta \in\right] 0,+\infty\left[\mapsto \mathcal{H}_{\delta}^{n-1}(E)\right.$ is increasing, consequently the limit

$$
\mathcal{H}^{n-1}(E)=\lim _{\delta \rightarrow 0^{+}} \mathcal{H}_{\delta}^{n-1}(E)
$$

exists and is in $[0,+\infty]$. The value $\mathcal{H}^{n-1}(E)$ is called the ( $n-1$ )-dimensional Hausdorff outer measure of $E$, and the set function $E \in \mathcal{B}\left(\mathbf{R}^{n}\right) \mapsto \mathcal{H}^{n-1}(E)$ is a Borel positive measure called $(n-1)$-dimensional Hausdorff measure, and denoted by $\mathcal{H}^{n-1}$.

Roughly speaking, $\mathcal{H}^{n-1}$ measures " $n-1$ )-dimensional" sets. The meaning, and the analysis of such property is quite elaborate, and goes beyond the scopes of the present book. Nevertheless we recall that $\mathcal{H}^{n-1}(E)=$
$+\infty$ for every $E \in \mathcal{B}\left(\mathbf{R}^{n}\right)$ such that $\operatorname{int}(E) \neq \emptyset$, and that $\mathcal{H}^{n-1}(E)$ agrees with the classical surface area of $E$ provided $E \in \mathcal{B}\left(\mathbf{R}^{n}\right)$ is regular smooth surface.

Because of this, $\mathcal{H}^{n-1}$ turns out to be a Borel positive measure on $\mathbf{R}^{n}$, but not a Radon positive measure $\mathbf{R}^{n}$.

We say that a subset $S$ of a topological space $\Omega$ is $\sigma$-compact if $E=$ $\cup_{h=1}^{+\infty} K_{h}$ where $K_{h}$ is compact for every $h \in \mathbf{N}$.

We denote by $\mathcal{M}(\Omega)$ the set of the Borel real measures on $\Omega$, and, consequently, by $(\mathcal{M}(\Omega))^{m}$ the one of the Borel vector measures on $\Omega$ (with values in $\left.\mathbf{R}^{m}\right)$. Analogously, we define $\mathcal{M}_{\text {loc }}(\Omega)=\cap_{K \text { compact, } K \subseteq \Omega} \mathcal{M}(K)$, i.e. the set of the real valued functions defined in $\mathcal{B}(K)$ and that are in $\mathcal{M}(K)$ for every compact subset $K$ of $\Omega$. The meaning of $\left(\mathcal{M}_{\text {loc }}(\Omega)\right)^{m}$ is now obvious. The elements of $\left(\mathcal{M}_{\text {loc }}(\Omega)\right)^{m}$ are usually called Radon measures on $\Omega$, to be more precise Radon real measures if $m=1$, or Radon vector measures if $m>1$.

We emphasize that $|\mu|(\Omega)<+\infty$ whenever $\mu \in(\mathcal{M}(\Omega))^{m}$, and that $|\mu|(K)<+\infty$ for every compact subset $K$ of $\Omega$ whenever $\mu \in\left(\mathcal{M}_{\mathrm{loc}}(\Omega)\right)^{m}$.

It is worth while to remark that Radon measures are not, in general, measures in the sense of the above definition, at least because they are defined on $\cup_{K \text { compact, } K \subseteq \Omega \mathcal{B}} \mathcal{B}(K)$, that can also not be a $\sigma$-algebra. Nevertheless, the following result can be proved.

Proposition 2.1.1. Let $\mu \in\left(\mathcal{M}_{\mathrm{loc}}(\Omega)\right)^{m}$. Then $|\mu|$ can be extended from $\left.\cup_{K \text { compact, } K \subseteq \Omega \mathcal{B}} \mathcal{B}\right)$ to $\mathcal{B}(\Omega)$, and the resulting set function is a Radon positive measure on $\Omega$.

If in addition $\sup \{|\mu|(K): K$ compact subset of $\Omega\}<+\infty$, then $\mu$ can be extended from $\cup_{K \text { compact, } K \subseteq \Omega \mathcal{B}}(K)$ to $\mathcal{B}(\Omega)$, and the resulting set function is a Borel measure.

Proof. For every $B \in \mathcal{B}(\Omega)$ let us set

$$
|\mu|_{e}(B)=\sup \{|\mu|(B \cap K): K \text { compact subset of } \Omega\} .
$$

Then it is clear that $|\mu|_{e}(B)=|\mu|(B)$ for every $B \in \mathcal{B}(\Omega)$ such that $B \subseteq K$ for some compact set $K$, and that $|\mu|_{e}(K)<+\infty$ for every compact set $K$.

If now $\left\{B_{h}\right\} \subseteq \mathcal{B}(\Omega)$ are pairwise disjoint, we have that

$$
|\mu|\left(K \cap \cup_{h=1}^{+\infty} B_{h}\right)=\sum_{h=1}^{+\infty}|\mu|\left(K \cap B_{h}\right) \leq \sum_{h=1}^{+\infty}|\mu|_{e}\left(B_{h}\right)
$$

for every compact subset $K$ of $\Omega$,
from which we obtain that

$$
\begin{equation*}
|\mu|_{e}\left(\cup_{h=1}^{+\infty} B_{h}\right) \leq \sum_{h=1}^{+\infty}|\mu|_{e}\left(B_{h}\right) . \tag{2.1.2}
\end{equation*}
$$

On the other side, it turns out that for every $h \in \mathbf{N}$, and every $\lambda_{h} \in \mathbf{R}$ with $\lambda_{h}<|\mu|_{e}\left(B_{h}\right)$ there exists a compact set $K_{h}$ such that $\lambda_{h}<|\mu|\left(K_{h} \cap\right.$ $B_{h}$ ). Consequently, for every $m \in \mathbf{N}$, we deduce that
$\sum_{h=1}^{m} \lambda_{h} \leq \sum_{h=1}^{m}|\mu|\left(K_{h} \cap B_{h}\right)=|\mu|\left(\left(\cup_{h=1}^{m} K_{h}\right) \cap\left(\cup_{h=1}^{m} B_{h}\right)\right) \leq|\mu|_{e}\left(\cup_{h=1}^{+\infty} B_{h}\right)$,
from which, letting first $\lambda_{h}$ increase to $|\mu|\left(B_{h}\right)$ for every $h \in\{1, \ldots, m\}$, and then $m$ increase to $+\infty$, it follows that

$$
\begin{equation*}
\sum_{h=1}^{+\infty}|\mu|_{e}\left(B_{h}\right) \leq|\mu|_{e}\left(\cup_{h=1}^{+\infty} B_{h}\right) . \tag{2.1.3}
\end{equation*}
$$

From (2.1.2), and (2.1.3) we conclude that $|\mu|_{e}$ is also countably additive.

If now $\sup \{|\mu|(K): K$ compact subset of $\Omega\}<+\infty$, arguments similar to the one above exposed imply that the set functions

$$
\mu_{e}^{+}: B \in \mathcal{B}(\Omega) \mapsto \sup \left\{\mu^{+}(B \cap K): K \text { compact subset of } \Omega\right\},
$$

and

$$
\mu_{e}^{-}: B \in \mathcal{B}(\Omega) \mapsto \sup \left\{\mu^{-}(B \cap K): K \text { compact subset of } \Omega\right\}
$$

are in $\mathcal{M}(\Omega)$, and extend respectively $\mu^{+}$and $\mu^{-}$. Therefore $\mu_{e}^{+}-\mu_{e}^{-}$is the desired extension of $\mu$.

If $\mu \in\left(\mathcal{M}_{\mathrm{loc}}(\Omega)\right)^{m}$, we will always perform the extension process described in Proposition 2.1.1, and continue to denote with the same symbols $|\mu|$, and $\mu$ the Radon positive measure, and the Borel measure given there as extensions of $|\mu|$, and $\mu$. Consequently, given $\mu \in\left(\mathcal{M}_{\mathrm{loc}}(\Omega)\right)^{m}$, we can think to $|\mu|$ as to a Radon positive measure, and, provided $\sup \{|\mu|(K)$ : $K$ compact subset of $\Omega\}<+\infty$, to $\mu$ as to a Borel measure.

We now define integrals.
Let $(\Omega, \mathcal{E})$ be a measure space.
A function $u: \Omega \rightarrow \mathbf{R}$ is said to be simple if there exist $m \in \mathbf{N}$, $c_{1}, \ldots, c_{m} \in \mathbf{R}$, and $S_{1}, \ldots, S_{m} \subseteq \Omega$ pairwise disjoint such that $u(x)=$ $\sum_{j=1}^{m} c_{j} \chi_{S_{j}}(x)$ for every $x \in \Omega$. A simple function $u=\sum_{j=1}^{m} c_{j} \chi_{S_{j}}$ is said to be simple $\mathcal{E}$-measurable if $S_{j} \in \mathcal{E}$ for every $j \in\{1, \ldots, m\}$.

Let now $\mu$ be a positive measure on $\mathcal{E}$.
In order to properly define integrals, we assume, as usual in measure theory, that $0 \cdot(+\infty)=0$.

For every simple $\mathcal{E}$-measurable function $u=\sum_{j=1}^{m} c_{j} \chi_{S_{j}}$ we define the integral $\int_{\Omega} u d \mu$ of $u$ over $\Omega$ as

$$
\int_{\Omega} u d \mu=\sum_{j=1}^{m} c_{j} \mu\left(S_{j}\right) .
$$

It is well known that such definition is well posed, in the sense that it does not depend on the particular choice of the values $c_{j}$ and of the sets $S_{j}$ used to represent $u$.

If now $u: \Omega \rightarrow[0,+\infty]$, we define the integral $\int_{\Omega} u d \mu$ of $u$ over $\Omega$ as

$$
\int_{\Omega} u d \mu=
$$

$=\sup \left\{\int_{\Omega} s d \mu: s\right.$ simple $\mathcal{E}$-measurable, $s(x) \leq u(x)$ for every $\left.x \in \Omega\right\}$.
When $u: \Omega \rightarrow[-\infty,+\infty]$, we say that $u$ is $\mu$-summable on $\Omega$ if $\int_{\Omega}|u| d \mu$ $<+\infty$.

Again when $u: \Omega \rightarrow[-\infty,+\infty]$, we say that $u$ is $\mu$-integrable on $\Omega$ if $\int_{\Omega} u^{+} d \mu<+\infty$ or $\int_{\Omega} u^{-} d \mu<+\infty$, where $u^{+}$and $u^{-}$are respectively the positive and the negative part of $u$ defined by

$$
u^{+}: x \in \Omega \mapsto \max \{u(x), 0\} \quad u^{-}: x \in \Omega \mapsto-\min \{u(x), 0\} .
$$

In this case, we define the integral $\int_{\Omega} u d \mu$ of $u$ over $\Omega$ as

$$
\int_{\Omega} u d \mu=\int_{\Omega} u^{+} d \mu-\int_{\Omega} u^{-} d \mu
$$

If $u_{1}, \ldots, u_{m}$ are $\mu$-integrable, and $u=\left(u_{1}, \ldots, u_{m}\right)$, we set $\int_{\Omega} u d \mu=$ $\left(\int_{\Omega} u_{1} d \mu, \ldots, \int_{\Omega} u_{m} d \mu\right)$.

If now $\mu$ is a real measure, and $u$ is $|\mu|$-summable on $\Omega$, we have obviously that $\int_{\Omega} u d \mu^{+} \leq \int_{\Omega}|u| d|\mu|<+\infty$, and $\int_{\Omega} u d \mu^{-} \leq \int_{\Omega}|u| d|\mu|<$ $+\infty$. Consequently we can define the integral $\int_{\Omega} u d \mu$ of $u$ over $\Omega$ as

$$
\int_{\Omega} u d \mu=\int_{\Omega} u d \mu^{+}-\int_{\Omega} u d \mu^{-} .
$$

Finally, if $\mu=\left(\mu_{1}, \ldots, \mu_{m}\right)$ is a vector measure, and $u$ is $|\mu|$-summable on $\Omega$, we set $\int_{\Omega} u d \mu=\left(\int_{\Omega} u d \mu_{1}, \ldots, \int_{\Omega} u d \mu_{m}\right)$. If $\mu=\left(\mu_{1}, \ldots, \mu_{m}\right)$ is a measure, and $u=\left(u_{1}, \ldots, u_{m}\right)$ is such that $|u|$ is $|\mu|$-summable on $\Omega$, we set $\int_{\Omega} u d \mu=\sum_{j=1}^{m} \int_{\Omega} u_{j} d \mu_{j}$.

In conclusion, we observe that if $\mu$ is a positive measure on $\mathcal{E}$ and $u$ is $\mu$-integrable on $\Omega$, or if $\mu$ is a measure on $\mathcal{E}$ and $u$ is $|\mu|$-summable on $\Omega$, then the integral $\int_{A} u d \mu$ is well defined for every $A \in \mathcal{E}$, and

$$
\int_{A} u d \mu=\int_{\Omega} u \chi_{A} d \mu .
$$

We point out that, simply by looking at the above definitions, no assumption on the functions involved seems to be needed, and in this setting even some elementary properties of the integral can be proved. For example, the result below follows directly from the definition of integral.

Theorem 2.1.2 (Monotonicity and Additivity of the Integral). Let $(\Omega, \mathcal{E})$ be a measure space. Then,
i) if $\mu$ is a positive measure on $\mathcal{E}$, it results that

$$
\int_{\Omega} u d \mu \leq \int_{\Omega} v d \mu
$$

whenever $u, v$ are $\mu$-integrable on $\Omega$, and $u(x) \leq v(x)$ for every $x \in \Omega$,

$$
\int_{A} u d \mu \leq \int_{B} u d \mu
$$

whenever $u: \Omega \rightarrow[0,+\infty]$, and $A, B \in \mathcal{E}$, satisfy $A \subseteq B$,

$$
\int_{A \cup B} u d \mu=\int_{A} u d \mu+\int_{B} u d \mu
$$

whenever $u: \Omega \rightarrow[0,+\infty]$, and $A, B \in \mathcal{E}$ are disjoint.
ii) if $\mu$ is a measure on $\mathcal{E}$, and $u$ is $|\mu|$-summable on $\Omega$, it results that

$$
\begin{gathered}
\left|\int_{\Omega} u d \mu\right| \leq \int_{\Omega}|u| d|\mu| \\
\int_{\Omega} c u d \mu=c \int_{\Omega} u d \mu \text { for every } c \in \mathbf{R} \\
\int_{A \cup B} u d \mu=\int_{A} u d \mu+\int_{B} u d \mu \text { whenever } A, B \in \mathcal{E} \text { are disjoint. }
\end{gathered}
$$

In spite of Theorem 2.1.2, other basic properties of the integral needed in order to deal with a reasonable theory fail to be true if no additional hypotheses are assumed on the functions to be integrated. For example this happens for the linearity property, as it can be easily checked by means of simple examples.

To overcome such difficulties, the notion of measurability of a function is introduced. It provides a quite natural and general tool, that allows the development of a complete and flexible theory of integration provided it is concerned with measurable functions.

Because of this, we will deal mainly with integrals of measurable functions, even if occasionally the integral of non-necessarily measurable ones might be taken into account.

Let $(\Omega, \mathcal{E})$ be a measure space. A function $u: \Omega \rightarrow[-\infty,+\infty]$ is said to be $\mathcal{E}$-measurable if $u^{-1}(A) \in \mathcal{E}$ for every open set $A \subseteq[-\infty,+\infty]$. It is well known that the measurability property is equivalent to the requirement that $\left.\left.u^{-1}(] \lambda,+\infty\right]\right) \in \mathcal{E}$ for every $\lambda \in \mathbf{R}$, as well as $u^{-1}(B) \in \mathcal{E}$ for every $B \in \mathcal{B}([-\infty,+\infty])$. If $\Omega$ is a topological space, a $\mathcal{B}(\Omega)$-measurable function is called a Borel function.

It is easy to verify that, if $u, v: \Omega \rightarrow[-\infty,+\infty]$ are $\mathcal{E}$-measurable, and $f:[-\infty,+\infty] \rightarrow[-\infty,+\infty]$ is Borel, then $u+v, u \cdot v, \frac{u}{v}$, when defined, are $\mathcal{E}$-measurable, as well as $f(u), \max \{u, v\}$, and $\min \{u, v\}$. In particular so is $f(u)$ when $f$ is continuous, and therefore so are $|u|,|u|^{p}$ with $p>0, u^{+}$, and $u^{-}$.

If $\left\{u_{h}\right\}$ is a sequence of $\mathcal{E}$-measurable functions on $\Omega$, then $\inf _{h \in \mathbf{N}} u_{h}$, $\sup _{h \in \mathbf{N}} u_{h}, \liminf _{h \rightarrow+\infty} u_{h}$, and $\limsup \operatorname{sum}_{h \rightarrow+\infty} u_{h}$ too are $\mathcal{E}$-measurable. In addition, it is easy to verify that a simple function $u=\sum_{j=1}^{m} c_{j} \chi_{S_{j}}$ is $\mathcal{E}$-measurable if and only if it is simple $\mathcal{E}$-measurable.

Especially when in connection with integration theory, given a positive measure $\mu$ on $\mathcal{E}$, equivalence classes of $\mathcal{E}$-measurable functions are considered rather than $\mathcal{E}$-measurable ones, being two $\mathcal{E}$-measurable functions $u_{1}$ and $u_{2}$ defined on $\Omega$ equivalent if $\mu\left(\left\{x \in \Omega: u_{1}(x) \neq u_{2}(x)\right\}\right)=0$. As usual in this setting, equivalence classes of $\mathcal{E}$-measurable functions are then thought as functions defined in $\Omega$ up to sets of zero measure.

Such feature suggests the introduction of the expression $\mu$-almost everywhere ( $\mu$-a.e.) in $\Omega$, to express that a given pointwise property holds for every point in $\Omega \backslash N$ with $\mu(N)=0$.

So, given a sequence $\left\{u_{h}\right\}$ of $\mathcal{E}$-measurable functions on $\Omega$, and a $\mathcal{E}$ measurable function $u$ on $\Omega$, if $\lim _{h \rightarrow+\infty} u_{h}(x)=u(x) \mu$-a.e. in $\Omega$, then we say that $\left\{u_{h}\right\}$ converges to $u \mu$-almost everywhere in $\Omega(\mu$-a.e. in $\Omega)$.

The set of $\mathcal{E}$-measurable functions on $\Omega$ can be endowed with a topology that makes it a metric space, and, given a sequence $\left\{u_{h}\right\}$ of $\mathcal{E}$-measurable functions on $\Omega$, and a $\mathcal{E}$-measurable function $u$ on $\Omega$, it turns out that $u_{h} \rightarrow u$ in such topology if and only if

$$
\lim _{h \rightarrow+\infty} \mu\left(\left\{x \in \Omega:\left|u_{h}(x)-u(x)\right|>\varepsilon\right\}\right)=0 \text { for every } \varepsilon>0
$$

When this happens, we say that $\left\{u_{h}\right\}$ converges to $u$ in $\mu$-measure, or in measure if no ambiguity occurs.

Convergence in measure of a sequence of $\mathcal{E}$-measurable functions is strictly linked to its almost everywhere convergence.

Proposition 2.1.3. Let $(\Omega, \mathcal{E})$ be a measure space, and $\mu$ a positive measure on $\mathcal{E}$. Let $u_{1}, \ldots, u_{h}, \ldots, u$ be $\mathcal{E}$-measurable functions on $\Omega$. Then, i) if $\mu(\Omega)<+\infty$, and $u_{h} \rightarrow u \mu$-a.e. in $\Omega$, it turns out that $u_{h} \rightarrow u$ in $\mu$-measure,
ii) if $u_{h} \rightarrow u$ in $\mu$-measure, it turns out that there exists $\left\{u_{h_{k}}\right\} \subseteq\left\{u_{h}\right\}$ such that $u_{h} \rightarrow u \mu$-a.e. in $\Omega$.

The main properties of the integral of $\mathcal{E}$-measurable functions are recalled in the results below.

Theorem 2.1.4. Let $(\Omega, \mathcal{E})$ be a measure space, $\mu$ a positive measure on $\mathcal{E}$, and $u: \Omega \rightarrow[0,+\infty]$ be $\mathcal{E}$-measurable. Then there exists a sequence $\left\{s_{h}\right\}$ of
$\mathcal{E}$-measurable, simple functions such that $0 \leq s_{1}(x) \leq s_{2}(x) \leq \ldots \leq u(x)$, $\lim _{h \rightarrow+\infty} s_{h}(x)=u(x)$ for every $x \in \Omega$, and

$$
\lim _{h \rightarrow+\infty} \int_{\Omega} s_{h} d \mu=\int_{\Omega} u d \mu
$$

Proposition 2.1.5 (Linearity of the Integral). Let $(\Omega, \mathcal{E})$ be a measure space, and $\mu$ a measure on $\mathcal{E}$. Then

$$
\int_{\Omega}(a u+b v) d \mu=a \int_{\Omega} u d \mu+b \int_{\Omega} v d \mu
$$

whenever $u$, $v$ are $\mathcal{E}$-measurable and $|\mu|$-summable on $\Omega$, and $a, b \in \mathbf{R}$.

Theorem 2.1.6 (Monotone Convergence Theorem). Let $(\Omega, \mathcal{E})$ be a measure space, and $\mu$ a positive measure on $\mathcal{E}$. For every $h \in \mathbf{N}$ let $u_{h}: \Omega \rightarrow$ $[0,+\infty]$ be $\mathcal{E}$-measurable, and such that $u_{1}(x) \leq u_{2}(x) \leq \ldots \leq u_{h}(x) \ldots$ for every $x \in \Omega$. Then the limit $\lim _{h \rightarrow+\infty} \int_{\Omega} u_{h} d \mu$ exists, and

$$
\lim _{h \rightarrow+\infty} \int_{\Omega} u_{h} d \mu=\int_{\Omega} \sup _{h \in \mathbf{N}} u_{h} d \mu .
$$

Theorem 2.1.7 (Fatou's Lemma). Let $(\Omega, \mathcal{E})$ be a measure space, and $\mu$ a positive measure on $\mathcal{E}$. For every $h \in \mathbf{N}$ let $u_{h}: \Omega \rightarrow[0,+\infty]$ be $\mathcal{E}$ measurable. Then

$$
\int_{\Omega} \liminf _{h \rightarrow+\infty} u_{h} d \mu \leq \liminf _{h \rightarrow+\infty} \int_{\Omega} u_{h} d \mu .
$$

Theorem 2.1.8 (Lebesgue Dominated Convergence Theorem). Let $(\Omega, \mathcal{E})$ be a measure space, and $\mu$ a positive measure on $\mathcal{E}$. For every $h \in \mathbf{N}$ let $u_{h}: \Omega \rightarrow[-\infty,+\infty]$ be $\mathcal{E}$-measurable such that the limit $u(x)=$ $\lim _{h \rightarrow+\infty} u_{h}(x)$ exists for $\mu$-a.e. $x \in \Omega$, and $\sup _{h \in \mathbf{N}}\left|u_{h}\right|$ is $\mu$-summable in $\Omega$. Then

$$
\lim _{h \rightarrow+\infty} \int_{\Omega}\left|u_{h}-u\right| d \mu=0
$$

Consequently, the limit $\lim _{h \rightarrow+\infty} \int_{\Omega} u_{h} d \mu$ exists, and

$$
\lim _{h \rightarrow+\infty} \int_{\Omega} u_{h} d \mu=\int_{\Omega} u d \mu
$$

If now $\left(\Omega_{1}, \mathcal{E}_{1}\right),\left(\Omega_{2}, \mathcal{E}_{2}\right)$ are measure spaces, and $\mu_{1}, \mu_{2}$ are $\sigma$-finite positive measures respectively on $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$, it turns out that, for every $E \in$
$\mathcal{E}_{1} \times \mathcal{E}_{2}, \varphi_{E, 1}: x_{1} \in \Omega_{1} \mapsto \mu_{2}\left(\left\{x_{2} \in \Omega_{2}:\left(x_{1}, x_{2}\right) \in E\right\}\right)$ is $\mathcal{E}_{1}$-measurable, $\varphi_{E, 2}: x_{2} \in \Omega_{2} \mapsto \mu_{1}\left(\left\{x_{1} \in \Omega_{1}:\left(x_{1}, x_{2}\right) \in E\right\}\right)$ is $\mathcal{E}_{2}$-measurable, and

$$
\int_{\Omega_{1}} \varphi_{E, 1} d \mu_{1}=\int_{\Omega_{2}} \varphi_{E, 2} d \mu_{2}
$$

The above equality allows the definition of a measure on $\mathcal{E}_{1} \times \mathcal{E}_{2}$, called product measure of $\mu_{1}$ and $\mu_{2}$, and denoted by $\mu_{1} \times \mu_{2}$, as

$$
\mu_{1} \times \mu_{2}: E \in \mathcal{E}_{1} \times \mathcal{E}_{2} \mapsto \int_{\Omega_{1}} \varphi_{E, 1} d \mu_{1}=\int_{\Omega_{2}} \varphi_{E, 2} d \mu_{2}
$$

Of course the above definition implies that

$$
\mu_{1} \times \mu_{2}\left(E_{1} \times E_{2}\right)=\mu_{1}\left(E_{1}\right) \mu_{2}\left(E_{2}\right) \text { for every } E_{1} \in \mathcal{E}_{1}, E_{2} \in \mathcal{E}_{2}
$$

The following result describes integration in product measure spaces.
Theorem 2.1.9 (Fubini's Theorem). Let $\left(\Omega_{1}, \mathcal{E}_{1}\right),\left(\Omega_{2}, \mathcal{E}_{2}\right)$ be measure spaces, $\mu_{1}, \mu_{2}$ be $\sigma$-finite positive measures respectively on $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$, and $u$ be $\left(\mathcal{E}_{1} \times \mathcal{E}_{2}\right)$-measurable. Then, the following facts hold:
i) if $u$ takes its values in $[0,+\infty]$, it turns out that the functions

$$
x_{1} \in \Omega_{1} \mapsto \int_{\Omega_{2}} u\left(x_{1}, x_{2}\right) d \mu_{2}\left(x_{2}\right), \quad x_{2} \in \Omega_{2} \mapsto \int_{\Omega_{1}} u\left(x_{1}, x_{2}\right) d \mu_{1}\left(x_{1}\right)
$$

are respectively $\mathcal{E}_{1}$-measurable and $\mathcal{E}_{2}$-measurable, and that

$$
\begin{gather*}
\int_{\Omega_{1}}\left(\int_{\Omega_{2}} u\left(x_{1}, x_{2}\right) d \mu_{2}\left(x_{2}\right)\right) d \mu_{1}\left(x_{1}\right)=\int_{\Omega_{1} \times \Omega_{2}} u d \mu_{1} \times \mu_{2}=  \tag{2.1.4}\\
\quad=\int_{\Omega_{2}}\left(\int_{\Omega_{1}} u\left(x_{1}, x_{2}\right) d \mu_{1}\left(x_{1}\right)\right) d \mu_{2}\left(x_{2}\right)
\end{gather*}
$$

ii) if $u$ takes its values in $\mathbf{R}^{m}$, and $\int_{\Omega_{1}}\left(\int_{\Omega_{2}}\left|u\left(x_{1}, x_{2}\right)\right| d \mu_{2}\left(x_{2}\right)\right) d \mu_{1}\left(x_{1}\right)<$ $+\infty$ or $\int_{\Omega_{2}}\left(\int_{\Omega_{1}}\left|u\left(x_{1}, x_{2}\right)\right| d \mu_{1}\left(x_{1}\right)\right) d \mu_{2}\left(x_{2}\right)<+\infty$, it turns out that

$$
\int_{\Omega_{1} \times \Omega_{2}}|u| d \mu_{1} \times \mu_{2}<+\infty
$$

iii) if $\int_{\Omega_{1} \times \Omega_{2}}|u| d \mu_{1} \times \mu_{2}<+\infty$, it turns out that $\int_{\Omega_{2}}\left|u\left(x_{1}, x_{2}\right)\right| d \mu_{2}<+\infty$ for $\mu_{1}$-a.e. $x_{1} \in \Omega_{1}$ and $\int_{\Omega_{1}}\left|u\left(x_{1}, x_{2}\right)\right| d \mu_{1}<+\infty$ for $\mu_{2}$-a.e. $x_{2} \in \Omega_{2}$, that $\int_{\Omega_{2}}\left(\int_{\Omega_{1}}\left|u\left(x_{1}, x_{2}\right)\right| d \mu_{1}\left(x_{1}\right)\right) d \mu_{2}\left(x_{2}\right)+\int_{\Omega_{1}}\left(\int_{\Omega_{2}}\left|u\left(x_{1}, x_{2}\right)\right| d \mu_{2}\left(x_{2}\right)\right) d \mu_{1}\left(x_{1}\right)<$ $+\infty$, and that(2.1.4) holds.

Finally, we recall the notions of translation of a function and of a measure on a subset of $\mathbf{R}^{n}$.

For every $E \subseteq \mathbf{R}^{n}$, every function $u$ on $E$, and $x_{0} \in \mathbf{R}^{n}$ we define the translated of $u$ as

$$
T\left[x_{0}\right] u: x \in E-x_{0} \mapsto u\left(x+x_{0}\right)
$$

For every $\Omega \in \mathcal{B}\left(\mathbf{R}^{n}\right), \nu \in(\mathcal{M}(\Omega))^{m}$, and $x_{0} \in \mathbf{R}^{n}$ we define the translated of $\nu$ as

$$
T\left[x_{0}\right] \nu: A \in \mathcal{B}\left(\Omega-x_{0}\right) \mapsto \nu\left(x_{0}+A\right) .
$$

Then it is easy to prove that for every $\nu \in(\mathcal{M}(\Omega))^{m}$ and $x_{0} \in \mathbf{R}^{n}$, $T\left[x_{0}\right] \nu$ turns out to be in $\left(\mathcal{M}\left(\Omega-x_{0}\right)\right)^{m}$. Moreover, for every Borel positive measure $\lambda$ on $\Omega$ and every $\lambda$-summable function $u$ on $\Omega$, it results that $T\left[x_{0}\right] u$ is $T\left[x_{0}\right] \lambda$-summable on $\Omega-x_{0}$, and by using standard approximation results by means of measurable simple functions, that

$$
\begin{equation*}
\int_{\Omega-x_{0}} T\left[x_{0}\right] u d\left(T\left[x_{0}\right] \lambda\right)=\int_{\Omega} u d \lambda \tag{2.1.5}
\end{equation*}
$$

## §2.2 Basics on $L^{p}$ Spaces

This section provides a brief recall of the theory of $L^{p}$ spaces.
Let $(\Omega, \mathcal{E})$ be a measure space, $\mu$ a positive measure on $\mathcal{E}$, and $p \in$ $[1,+\infty]$.

If $p \in\left[1,+\infty\left[\right.\right.$, we denote by $L^{p}(\Omega, \mu)$ the set of the (equivalence classes of) $\mathcal{E}$-measurable functions $u$ on $\Omega$ for which $\int_{\Omega}|u|^{p} d \mu<+\infty$. If $p=+\infty$, $L^{\infty}(\Omega, \mu)$ is the set of the (equivalence classes of) $\mathcal{E}$-measurable functions $u$ on $\Omega$ such that ess $\sup _{\Omega}|u|<+\infty$. As usual, we think to the elements of $L^{p}(\Omega, \mu)$ as to functions defined $\mu$-a.e. in $\Omega$.

Once equipped with the norm

$$
\|\cdot\|_{L^{p}(\Omega, \mu)}: u \in L^{p}(\Omega, \mu) \mapsto\left\{\begin{array}{cl}
\left(\int_{\Omega}|u|^{p} d x\right)^{1 / p} & \text { if } p \in[1,+\infty[ \\
{\operatorname{ess} \sup _{\Omega}|u|} \text { if } p=+\infty
\end{array}\right.
$$

$L^{p}(\Omega, \mu)$ turns out to be a Banach space. With an abuse of notation, for every $p \in[1,+\infty]$ we denote again by $L^{p}(\Omega, \mu)$ the topology of $L^{p}(\Omega, \mu)$.

For every $p \in[1,+\infty]$, we denote by $p^{\prime}$ the conjugate of $p$ defined as

$$
p^{\prime}= \begin{cases}+\infty & \text { if } p=1 \\ \frac{p}{p-1} & \text { if } 1<p<+\infty \\ 1 & \text { if } p=+\infty\end{cases}
$$

Fundamental in the study of $L^{p}$ spaces is Hölder's inequality.

Theorem 2.2.1 (Hölder's Inequality). Let $(\Omega, \mathcal{E})$ be a measure space, $\mu$ be a positive measure on $\mathcal{E}$, and $u, v: \Omega \rightarrow[-\infty,+\infty]$ be $\mathcal{E}$-measurable. Then

$$
\int_{\Omega}|u v| d \mu \leq\left(\int_{\Omega}|u|^{p} d \mu\right)^{1 / p}\left(\int_{\Omega}|v|^{p^{\prime}} d \mu\right)^{1 / p^{\prime}} .
$$

If $\mu(\Omega)<+\infty$, from Hölder's inequality it follows that $L^{p}(\Omega, \mu) \subseteq$ $L^{q}(\Omega, \mu)$ provided $1 \leq q \leq p \leq+\infty$. In this case, given $\left.\left.p \in\right] 1,+\infty\right]$, we denote again with $\cap_{q \in[1, p[ } L^{q}(\Omega, \mu)$ the topology on $\cap_{q \in[1, p l} L^{q}(\Omega, \mu)$ generated by the family of seminorms $u \in \cap_{q \in[1, p[ } L^{q}(\Omega, \mu) \mapsto\|u\|_{L^{q}(\Omega, \mu)}$, as $q$ varies in $\left[1, p\left[\right.\right.$. Once endowed with the $\cap_{q \in[1, p[ } L^{q}(\Omega, \mu)$ topology, $\cap_{q \in[1, p[ } L^{q}(\Omega, \mu)$ turns out to be a complete metrizable topological vector space.

Convergence in $L^{p}$ is linked to $\mu$-a.e. convergence, as shown by the following result (cf. for example [Br2, Théorème IV.9]).

Proposition 2.2.2. Let $(\Omega, \mathcal{E})$ be a measure space, $\mu$ be a positive measure on $\mathcal{E},\left\{u_{h}\right\} \subseteq L^{p}(\Omega, \mu)$, and $u \in L^{p}(\Omega, \mu)$. Assume that $u_{h} \rightarrow u$ in $L^{p}(\Omega, \mu)$. Then there exist $\left\{u_{h_{k}}\right\} \subseteq\left\{u_{h}\right\}$, and $g \in L^{p}(\Omega, \mu)$ such that $u_{h_{k}} \rightarrow u \mu$-a.e. in $\Omega$, and $\sup _{k \in \mathbf{N}}\left|u_{h_{k}}(x)\right| \leq g(x)$ for $\mu$-a.e. $x \in \Omega$.

We recall that, for every $p \in] 1,+\infty\left[\right.$, the dual space of $L^{p}(\Omega, \mu)$ can be identified with $L^{p^{\prime}}(\Omega, \mu)$. The same property holds also when $p=1$, provided $\mu$ is $\sigma$-finite. Therefore, given $\left\{u_{h}\right\} \subseteq L^{p}(\Omega, \mu)$ and $u \in L^{p}(\Omega, \mu)$, it turns out that, when $p \in\left[1+\infty\left[, u_{h} \rightarrow u\right.\right.$ in weak- $L^{p}(\Omega, \mu)$, (respectively, when $\mu$ is $\sigma$-finite and $p=\infty, u_{h} \rightarrow u$ in weak ${ }^{*}-L^{\infty}(\Omega, \mu)$ ) if and only if

$$
\int_{\Omega} u_{h} v d x \rightarrow \int_{\Omega} u v d x \text { for every } v \in L^{p^{\prime}}(\Omega, \mu) .
$$

If $\Omega$ is a topological space and $\mu$ is a Borel positive measure, for every $p \in[1,+\infty]$ we denote by $L_{\mathrm{loc}}^{p}(\Omega, \mu)$ the set of the $\mathcal{B}(\Omega)$-measurable functions $u$ on $\Omega$ such that $u \in L^{p}(K, \mu)$ for every compact subset $K$ of $\Omega$.

We endow $L_{\mathrm{loc}}^{p}(\Omega, \mu)$ with its usual topology, denoted again by $L_{\mathrm{loc}}^{p}(\Omega, \mu)$, that is with the one generated by the family of seminorms $u \in L_{\mathrm{loc}}^{p}(\Omega, \mu) \mapsto\|u\|_{L^{p}(K, \mu)}$ with $K$ varying among the compact subsets of $\Omega$, that makes it a sequentially complete Hausdorff locally convex topological vector space. In addition, if $\Omega$ is $\sigma$-compact, then $L_{\mathrm{loc}}^{p}(\Omega, \mu)$ turns out to be metrizable for every $p \in[1,+\infty]$.

Finally, given $p \in] 1,+\infty]$ we also denote with $\cap_{q \in\left[1, p\left[L_{\text {loc }}^{q}(\Omega, \mu) \text { the }\right.\right.}$ topology on $\cap_{q \in[1, p[ } L_{\text {loc }}^{q}(\Omega, \mu)$ generated by the family of seminorms $u \in$ $\cap_{q \in[1, p p} L_{\text {loc }}^{q}(\Omega, \mu) \mapsto\|u\|_{L^{q}(K, \mu)}$, with $K$ varying among the compact subsets of $\Omega$, and $q$ in $\left[1, p\left[\right.\right.$. Once endowed with the $\cap_{q \in[1, p[ } L_{\text {loc }}^{q}(\Omega, \mu)$ topology, $\cap_{q \in[1, p[ } L_{\text {loc }}^{q}(\Omega, \mu)$ turns out to be a sequentially complete Hausdorff locally convex topological vector space, metrizable if $\Omega$ is $\sigma$-compact.

We recall the following relative weak compactness criterion in $L^{1}$.

Theorem 2.2.3 (Dunford-Pettis-de la Vallée Poussin Theorem). Let $(\Omega, \mathcal{E})$ be a measure space, $\mu$ be a finite positive measure on $\mathcal{E}, m \in \mathbf{N}$, and $X \subseteq\left(L^{1}(\Omega, \mu)\right)^{m}$. Then the following conditions are equivalent:
i) $X$ is weak- $\left(L^{1}(\Omega, \mu)\right)^{m}$ relatively compact,
ii) $X$ is weak $-\left(L^{1}(\Omega, \mu)\right)^{m}$ relatively sequentially compact,
iii) $X$ is bounded, and for every $\varepsilon>0$ there exists $\delta>0$ such that

$$
\sup _{u \in X} \int_{A}|u| d \mu<\varepsilon \text { for every } A \in \mathcal{E} \text { with } \mu(A)<\delta
$$

iv) there exists $\vartheta:\left[0,+\infty\left[\rightarrow[0,+\infty]\right.\right.$ Borel, and satisfying $\lim _{t \rightarrow+\infty} \vartheta(t) / t=$ $+\infty$, such that

$$
\sup _{u \in X} \int_{\Omega} \vartheta(|u|) d \mu<+\infty
$$

Remark 2.2.4. If $(\Omega, \mathcal{E}), \mu$ are as in Theorem 2.2 .3 , and $X$ satisfies conditions i) or ii), then, by Lemma 1.3.3, it can be assumed that the function $\vartheta$ produced by Theorem 2.2.3 takes its values in $[0,+\infty[$, is increasing, and convex.

In particular, from Theorem 2.2.3 and Remark 2.2.4 the following result holds.

Corollary 2.2.5. Let $(\Omega, \mathcal{E})$ be a measure space, $\mu$ be a finite positive measure on $\mathcal{E}, m \in \mathbf{N}$, and $u \in\left(L^{1}(\Omega, \mu)\right)^{m}$. Then there exists $\vartheta:[0,+\infty[\rightarrow$ $\left[0,+\infty\left[\right.\right.$ convex, and satisfying $\lim _{t \rightarrow+\infty} \vartheta(t) / t=+\infty$, such that $\vartheta(|u|) \in$ $L^{1}(\Omega, \mu)$.

Weak compactness in $L^{p}$ spaces when $\left.\left.p \in\right] 1,+\infty\right]$ is less involved than the one in $L^{1}$, as described in the result below.

Theorem 2.2.6. Let $(\Omega, \mathcal{E})$ be a measure space, $\mu$ be a finite positive measure on $\mathcal{E}$, $p \in] 1,+\infty]$, $m \in \mathbf{N}$, and $X \subseteq\left(L^{p}(\Omega, \mu)\right)^{m}$. Then the following conditions are equivalent:
i) $X$ is bounded,
ii) $X$ is weak- $\left(L^{p}(\Omega, \mu)\right)^{m}\left(\right.$ weak $^{*}-\left(L^{\infty}(\Omega, \mu)\right)^{m}$ if $\left.p=+\infty\right)$ relatively compact,
iii) $X$ is weak- $\left(L^{p}(\Omega, \mu)\right)^{m}\left(\right.$ weak $^{*}-\left(L^{\infty}(\Omega, \mu)\right)^{m}$ if $p=+\infty$ and $\left(L^{p}(\Omega, \mu)\right)^{m}$ is separable) relatively sequentially compact.

If $\Omega \in \mathcal{L}_{n}\left(\mathbf{R}^{n}\right)$ and $\mu=\mathcal{L}^{n}$, we simply write $L^{p}(\Omega),\|\cdot\|_{L^{p}(\Omega)}$, and $L_{\mathrm{loc}}^{p}(\Omega)$ in place of $L^{p}\left(\Omega, \mathcal{L}^{n}\right),\|\cdot\|_{L^{p}\left(\Omega, \mathcal{L}^{n}\right)}$, and $L_{\mathrm{loc}}^{p}\left(\Omega, \mathcal{L}^{n}\right)$.
Theorem 2.2.7 (Continuity of Translations in $L^{p}$ ). Let $p \in[1,+\infty[$, and $u \in L_{\mathrm{loc}}^{p}\left(\mathbf{R}^{n}\right)$. Then the function

$$
y \in \mathbf{R}^{n} \mapsto T[y] u \in L_{\mathrm{loc}}^{p}\left(\mathbf{R}^{n}\right)
$$

is continuous.
The uniform validity of the condition expressed by Theorem 2.2.7 is the main tool to characterize strong compactness in $L^{p}\left(\mathbf{R}^{n}\right)$ spaces.

Theorem 2.2.8. Let $p \in\left[1,+\infty\left[\right.\right.$, and $X \subseteq L^{p}\left(\mathbf{R}^{n}\right)$. Then $X$ is relatively compact in $L^{p}\left(\mathbf{R}^{n}\right)$ if and only if
i) $X$ is bounded,
ii) for every $\varepsilon>0$ there exists $\delta>0$ such that

$$
\int_{\mathbf{R}^{n}}|T[h] u-u|^{p} d x<\varepsilon \text { whenever } u \in X, h \in \mathbf{R}^{n} \text { satisfies }|h|<\delta
$$

iii) for every $\varepsilon>0$ there exists $r_{\varepsilon}>0$ such that

$$
\int_{\mathbf{R}^{n} \backslash B_{r_{\varepsilon}}(0)}|u|^{p} d x<\varepsilon \text { whenever } u \in X
$$

Let $u \in L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$. We say that $u$ is $Y$-periodic if $\int_{x+Y} u d y=\int_{Y} u d y$ for every $x \in \mathbf{R}^{n}$.

The result below analyzes the asymptotic behaviour of oscillating periodic functions as the frequency increases. It is classical, and we prove it, in the form that we need, because of the importance of the role that it plays in homogenization theory.

Theorem 2.2.9. Let $p \in[1,+\infty]$, $u \in L_{\text {loc }}^{p}\left(\mathbf{R}^{n}\right)$ be $Y$-periodic, and set, for every $s>0$, $u_{s}: x \in \mathbf{R}^{n} \mapsto u(s x)$. Then, for every bounded $\Omega \in \mathcal{L}_{n}\left(\mathbf{R}^{n}\right)$,

$$
u_{s} \rightarrow \int_{Y} u d y
$$

in weak- $L^{p}(\Omega)$ if $p \in\left[1,+\infty\left[\right.\right.$, in weak ${ }^{*}-L^{\infty}(\Omega)$ if $p=+\infty$, as $s \rightarrow+\infty$.
Proof. To prove the theorem it suffices to verify that for every $l>0$, and every $\left.\left\{s_{h}\right\} \subseteq\right] 0,+\infty\left[\right.$ strictly increasing there exists $\left\{s_{h_{k}}\right\} \subseteq\left\{s_{h}\right\}$ such that $u_{s_{h_{k}}} \rightarrow \int_{Y} u d y$ weakly in $L^{p}\left(Q_{l}(0)\right)$ if $p \in\left[1,+\infty\left[\right.\right.$, weakly* in $L^{\infty}\left(Q_{l}(0)\right)$ if $p=+\infty$.

To do this, let $l>0$. Let us preliminarily prove that $\left\{\left\|u_{s}\right\|_{L^{p}\left(Q_{l}(0)\right)}\right\}_{s>0}$ is bounded if $p \in] 1,+\infty]$, or that there exists $\vartheta$ : $[0,+\infty[\rightarrow[0,+\infty[$ increasing, convex, and satisfying $\lim _{t \rightarrow+\infty} \vartheta(t) / t=+\infty$, such that the family $\left\{\int_{Q_{l}(0)} \vartheta\left(\left|u_{s}\right|\right) d x\right\}_{s>0}$ is bounded if $p=1$.

This is obvious if $p=+\infty$. If $p \in[1,+\infty[$, we treat only the case in which $p=1$, the others being similar.

By Corollary 2.2.5 there exists $\vartheta:[0,+\infty[\rightarrow[0,+\infty[$ increasing, convex, and satisfying $\lim _{t \rightarrow+\infty} \vartheta(t) / t=+\infty$, such that $\int_{Q_{l}(0)} \vartheta(|u|) d x<+\infty$. Then, the $Y$-periodicity assumption yields

$$
\begin{equation*}
\int_{Q_{l}(0)} \vartheta\left(\left|u_{s}\right|\right) d x=\frac{1}{s^{n}} \int_{Q_{s l}(0)} \vartheta(|u|) d y \leq \tag{2.2.1}
\end{equation*}
$$

$$
\begin{gathered}
\leq \frac{1}{s^{n}} \int_{\cup_{\left\{\zeta \in \mathbf{Z}^{n}: \zeta+Y \cap Q_{s l}(0) \neq \emptyset\right\}} \zeta+Y} \vartheta(|u|) d y= \\
=\frac{1}{s^{n}} \sum_{\left\{\zeta \in \mathbf{Z}^{n}: \zeta+Y \cap Q_{s l}(0) \neq \emptyset\right\}} \int_{\zeta+Y} \vartheta(|u|) d y \leq \frac{([s l]+1)^{n}}{s^{n}} \int_{Y} \vartheta(|u|) d y,
\end{gathered}
$$

from which the desired boundedness follows.
Let now $\left.\left\{s_{h}\right\} \subseteq\right] 0,+\infty[$ be strictly increasing. Then, by Theorem 2.2.3 if $p=1$, or Theorem 2.2.6 if $p \in] 1,+\infty]$ there exist $\left\{s_{h_{k}}\right\} \subseteq\left\{s_{h}\right\}$ and $u_{\infty} \in L^{p}\left(Q_{l}(0)\right)$ such that $u_{s_{h_{k}}} \rightarrow u_{\infty}$ in weak- $L^{p}\left(Q_{l}(0)\right)$ if $p \in[1,+\infty[$, in weak*- $L^{\infty}\left(Q_{l}(0)\right)$ if $p=+\infty$. Therefore it only remains to prove that $u_{\infty}=\int_{Y} u d y$.

To do this, let us preliminarily observe that, possibly considering $u^{+}$ and $u^{-}$, it is not restrictive to assume that $u \geq 0$ a.e. in $Q_{l}(0)$.

Let now $x_{0}, y_{0} \in Q_{l}(0)$, and $r>0$ such that $Q_{r}\left(x_{0}\right) \cup Q_{r}\left(y_{0}\right) \subseteq Q_{l}(0)$. Then we have that

$$
\begin{gathered}
\int_{Q_{r}\left(x_{0}\right)} u_{s} d x=\frac{1}{s^{n}} \int_{Q_{s r}\left(s x_{0}\right)} u d x \leq \frac{1}{s^{n}} \int_{\cup_{\left\{\zeta \in \mathbf{Z}^{n}: \zeta+Y \cap Q_{s r}\left(s x_{0}\right) \neq \emptyset\right\}} \zeta+Y} u d y= \\
=\frac{1}{s^{n}} \sum_{\left\{\zeta \in \mathbf{Z}^{n}: \zeta+Y \cap Q_{s r}\left(s x_{0}\right) \neq \emptyset\right\}} \int_{\zeta+Y} u d y= \\
=\frac{1}{s^{n}} \sum_{\left\{\zeta \in \mathbf{Z}^{n}: \zeta+Y \cap Q_{s r}\left(s x_{0}\right) \neq \emptyset\right\}} \int_{s y_{0}-s x_{0}+\zeta+Y} u d y= \\
=\frac{1}{s^{n}} \int_{\left.\cup_{\left.\left\{\zeta \in \mathbf{Z}^{n}: \zeta+Y \cap Q_{s r}\left(s y_{0}\right) \neq \emptyset\right\}\right\}}\right\}+Y} u d y \leq \frac{1}{s^{n}} \int_{Q_{[s r]+4}\left(s y_{0}\right)} u d x= \\
=\int_{Q_{\frac{[s r r]+4}{s}\left(y_{0}\right)} u} u_{s} d x \text { for every } s>0,
\end{gathered}
$$

from which we conclude that

$$
\begin{gather*}
\int_{Q_{r}\left(x_{0}\right)} u_{\infty} d x=\lim _{k \rightarrow+\infty} \int_{Q_{r}\left(x_{0}\right)} u_{s_{h_{k}}} d x \leq  \tag{2.2.2}\\
\leq \limsup _{k \rightarrow+\infty} \int_{\left.Q_{\frac{\left[s_{h_{k}} r\right]+4}{s_{h_{k}}}} y_{0}\right)} u_{s_{h_{k}}} d x= \\
=\int_{Q_{r}\left(y_{0}\right)} u_{\infty} d x+\limsup _{k \rightarrow+\infty} \int_{\frac{Q_{\left[s_{h_{k}} r\right]+4}^{s_{h_{k}}}}{}\left(y_{0}\right) \backslash Q_{r}\left(y_{0}\right)} u_{s_{h_{k}}} d x .
\end{gather*}
$$

We now observe that an argument similar to the one used in (2.2.1) yields

$$
\begin{gathered}
\int_{\frac{Q_{\frac{\left[s_{h_{k}} r\right]+4}{}}^{s_{h_{k}}}}{}\left(y_{0}\right) \backslash Q_{r}\left(y_{0}\right)} u_{s} d x=\frac{1}{s_{h_{k}}^{n}} \int_{Q_{\left[s_{h_{k}} r\right]+4}\left(s_{h_{k}} y_{0}\right) \backslash Q_{s_{h_{k}} r}\left(s_{h_{k}} y_{0}\right)} u d x \leq \\
\leq \frac{\left(\left[s_{h_{k}} r\right]+4\right)^{n-1}}{s_{h_{k}}^{n}} \int_{Y} u d y
\end{gathered}
$$

from which it follows that

$$
\begin{equation*}
\limsup _{k \rightarrow+\infty} \int_{\frac{Q_{\left[s_{h_{k} r}\right]+4}\left(y_{0}\right) \backslash Q_{r}\left(y_{0}\right)}{s_{h_{k}}}} u_{s_{h_{k}}} d x=0 . \tag{2.2.3}
\end{equation*}
$$

In conclusion, by (2.2.2), and (2.2.3) it results that $\int_{Q_{r}\left(x_{0}\right)} u_{\infty} d x \leq$ $\int_{Q_{r}\left(y_{0}\right)} u_{\infty} d x$, and consequently, by replacing the roles of $x_{0}$ and $y_{0}$, that

$$
\begin{equation*}
\int_{Q_{r}\left(x_{0}\right)} u_{\infty} d x=\int_{Q_{r}\left(y_{0}\right)} u_{\infty} d x \tag{2.2.4}
\end{equation*}
$$

for every $x_{0}, y_{0} \in Q_{l}(0), r>0$ sufficiently small.
Finally, by (2.2.4), and by Theorem 2.2 .9 of the next section, we conclude that $u_{\infty}$ is a.e. constant in $Q_{l}(0)$.

In order to determine such constant value, we observe that, again using an argument similar to the one in (2.2.1), it follows that

$$
u_{\infty}=\int_{Y} u_{\infty} d y=\lim _{k \rightarrow+\infty} \int_{Y} u_{s_{h_{k}}} d x=\frac{1}{s_{h_{k}}^{n}} \int_{s_{h_{k}} Y} u d x=\int_{Y} u d y
$$

that completes the proof.

## §2.3 Derivation of Measures

Let $(\Omega, \mathcal{E})$ be a measure space, $\mu$ be a positive measure, and $\nu$ a (real or vector) measure on $\mathcal{E}$. We say that $\nu$ is absolutely continuous with respect to $\mu$ if

$$
|\nu|(A)=0 \text { whenever } A \in \mathcal{E} \text { satisfies } \mu(A)=0
$$

We say that $\nu$ is singular with respect to $\mu$ if there exists $N_{0} \in \mathcal{E}$ such that $\mu\left(N_{0}\right)=0$, and $|\nu|\left(\Omega \backslash N_{0}\right)=0$.

It is clear that every measure is absolutely continuous with respect to its total variation. Moreover, if $\mu$ be a positive measure, and $u \in$ $\left(L^{1}(\Omega, \mu)\right)^{m}$, the measure $A \in \mathcal{E} \mapsto \int_{A} u d \mu \in \mathbf{R}^{m}$ is absolutely continuous with respect to $\mu$, and is usually denoted by $u \mu$.

Theorem 2.3.1 (Radon-Nikodym Theorem). Let $(\Omega, \mathcal{E})$ be a measure space, $\mu$ be a $\sigma$-finite positive measure on $\mathcal{E}$, and $\nu: \mathcal{E} \rightarrow \mathbf{R}^{m}$ be a measure on $\mathcal{E}$. Assume that $\nu$ is absolutely continuous with respect to $\mu$. Then there is a unique $u \in\left(L^{1}(\Omega, \mu)\right)^{m}$ such that

$$
\nu(A)=\int_{A} u d \mu \text { for every } A \in \mathcal{E}
$$

The function $u$ in Theorem 2.3.1 is called the Radon-Nikodym derivative of $\nu$ with respect to $\mu$, and is denoted by $\frac{d \nu}{d \mu}$.

By using Radon-Nikodym Theorem, the following results hold.
Theorem 2.3.2. Let $(\Omega, \mathcal{E})$ be a measure space, $\mu$ be a $\sigma$-finite positive measure on $\mathcal{E}$, and $\nu: \mathcal{E} \rightarrow \mathbf{R}$ be a measure on $\mathcal{E}$. Assume that $\nu$ is absolutely continuous with respect to $\mu$. Then for every $u \in L^{1}(\Omega, \nu)$ it results that $u \frac{d \nu}{d \mu} \in L^{1}(\Omega, \mu)$, and

$$
\int_{\Omega} u d \nu=\int_{\Omega} u \frac{d \nu}{d \mu} d \mu
$$

Proof. If $u=\chi_{A}$ for $A \in \mathcal{E}$ the theorem follows from Radon-Nikodym Theorem.

Consequently, the theorem follows when $u$ is a $\mathcal{E}$-measurable simple function, and by using Theorem 2.1.4 and the Monotone Convergence Theorem, also when $\nu$ is positive and $u \in L^{1}(\Omega, \nu)$ is such that $u(x) \geq 0$ for $\nu$-a.e. $x \in \Omega$.

Because of this, the theorem follows also when $u \in L^{1}(\Omega,|\nu|)$ by considering separately $\nu^{+}, \nu^{-}, u^{+}$, and $u^{-}$.

Theorem 2.3.3. Let $(\Omega, \mathcal{E})$ be a measure space, $\mu$ be a $\sigma$-finite positive measure on $\mathcal{E}$, and $\nu: \mathcal{E} \rightarrow \mathbf{R}^{m}$ be a measure on $\mathcal{E}$. Assume that $\nu$ is absolutely continuous with respect to $\mu$. Then

$$
|\nu|(A)=\int_{A}\left|\frac{d \nu}{d \mu}\right| d \mu \text { for every } A \in \mathcal{E}
$$

Proof. By the Radon-Nikodym Theorem, it follows that for every $A \in \mathcal{E}$, and every sequence $\left\{A_{h}\right\} \subseteq \mathcal{E}$ of pairwise disjoint sets whose union is $A$ it results that

$$
\sum_{h=1}^{+\infty}\left|\nu\left(A_{h}\right)\right|=\sum_{h=1}^{+\infty}\left|\int_{A_{h}} \frac{d \nu}{d \mu} d \mu\right| \leq \sum_{h=1}^{+\infty} \int_{A_{h}}\left|\frac{d \nu}{d \mu}\right| d \mu=\int_{A}\left|\frac{d \nu}{d \mu}\right| d \mu
$$

and, consequently, that

$$
\begin{equation*}
|\nu|(A) \leq \int_{A}\left|\frac{d \nu}{d \mu}\right| d \mu \text { for every } A \in \mathcal{E} \tag{2.3.1}
\end{equation*}
$$

Let now $A \in \mathcal{E},\left\{z_{h}\right\} \subseteq \mathbf{R}^{n}$ be dense in $\left\{z \in \mathbf{R}^{n}:|z|=1\right\}$, and $\varepsilon>0$. Let $A_{1}=\left\{x \in A:(1-\varepsilon)\left|\frac{d \nu}{d \mu}(x)\right| \leq \frac{d \nu}{d \mu}(x) \cdot z_{1}\right\}$, and set, for every $h \in \mathbf{N} \backslash\{1\}, A_{h}=\left\{x \in A:(1-\varepsilon)\left|\frac{d \nu}{d \mu}(x)\right| \leq \frac{d \nu}{d \mu}(x) \cdot z_{h}\right\} \backslash \cup_{j=1}^{h-1} A_{j}$. Then $A_{h} \in \mathcal{E}$ for every $h \in \mathbf{N}, \cup_{h=1}^{+\infty} A_{h}=A$, and

$$
\begin{gathered}
(1-\varepsilon) \int_{A}\left|\frac{d \nu}{d \mu}\right| d \mu=(1-\varepsilon) \sum_{h=1}^{+\infty} \int_{A_{h}}\left|\frac{d \nu}{d \mu}\right| d \mu \leq \sum_{h=1}^{+\infty} \int_{A_{h}} \frac{d \nu}{d \mu} \cdot z_{h} d \mu= \\
=\sum_{h=1}^{+\infty} \nu\left(A_{h}\right) \cdot z_{h} \leq \sum_{h=1}^{+\infty}\left|\nu\left(A_{h}\right)\right| \leq|\nu|(A) \text { for every } \varepsilon>0,
\end{gathered}
$$

from which, together with (2.3.1), the proof follows.
The following decomposition theorem is classical in measure theory.
Theorem 2.3.4 (Lebesgue Decomposition Theorem). Let $(\Omega, \mathcal{E})$ be a measure space, let $\mu$ be a $\sigma$-finite positive measure on $\mathcal{E}$, and $\nu$ a measure on $\mathcal{E}$. Then there is a unique measure $\nu^{\text {a }}$ on $\mathcal{E}$ absolutely continuous with respect to $\mu$, and a unique measure $\nu^{\text {s }}$ on $\mathcal{E}$ singular with respect to $\mu$ such that

$$
\nu=\nu^{\mathrm{a}}+\nu^{\mathrm{s}} .
$$

Formula in Theorem 2.3.4 yields the Lebesgue decomposition of $\nu$ with respect to $\mu$.

Finally, the result below provides an interpretation, at least when $\Omega \in$ $\mathcal{A}\left(\mathbf{R}^{n}\right)$, of the Radon-Nikodym derivatives as limits of ratios of measures.
Theorem 2.3.5. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ and $m \in \mathbf{N}$. Then, for every $\nu \in$ $(\mathcal{M}(\Omega))^{m}$ and for $\mathcal{L}^{n}$-a.e. $x \in \Omega$ the limit $\lim _{r \rightarrow 0^{+}} \frac{\nu\left(Q_{r}(x)\right)}{r^{n}}$ exists, and

$$
\lim _{r \rightarrow 0^{+}} \frac{\nu\left(Q_{r}(x)\right)}{r^{n}}=\frac{d \nu^{\mathrm{a}}}{d \mathcal{L}^{n}}(x) .
$$

By using Theorem 2.3.5 it can be proved that if $\Omega \subseteq \mathbf{R}^{n}$ is open, $m \in \mathbf{N}$, and $u \in\left(L^{1}(\Omega)\right)^{m}$, then

$$
\lim _{r \rightarrow 0^{+}} \frac{1}{r^{n}} \int_{Q_{r}(x)}|u(y)-u(x)| d y=0 \text { for } \mathcal{L}^{n} \text {-a.e. } x \in \Omega .
$$

A point in which this occurs is called a Lebesgue point of $u$.
Remark 2.3.6. It is important to observe that the Radon-Nikodym Theorem allows the identification of $L^{p}$ spaces with suitable spaces of measures.

More precisely, if $(\Omega, \mathcal{E})$ and $\mu$ are as in the Radon-Nikodym Theorem, and $p \in[1,+\infty]$, then the mapping

$$
u \rightarrow u \mu
$$

turns out to be an isomorphism between $L^{p}(\Omega, \mu)$ and the set of the measures $\nu: \mathcal{E} \rightarrow \mathbf{R}$ that are absolutely continuous with respect to $\mu$ and such that $\left|\frac{d \nu}{d \mu}\right|^{p}$ is $\mu$-summable on $\Omega$ if $p \in\left[1,+\infty\left[\right.\right.$, or such that ess $\sup _{\Omega}\left|\frac{d \nu}{d \mu}\right|$ is finite if $p=+\infty$.

This interpretations become more shrinking and expressive if $p=1$. In fact, in this case the above mapping becomes an Banach space isomorphism between $L^{1}(\Omega, \mu)$ and the space of the real measures on $\Omega$ that are absolutely continuous with respect to $\mu$.

Analogously, if in addition $\Omega$ is a topological space and $\mu$ is a Borel positive measure, then $L_{\mathrm{loc}}^{p}(\Omega, \mu)$ can be regarded as the space of the Radon measures $\nu: \mathcal{E} \rightarrow \mathbf{R}$ that are absolutely continuous with respect to $\mu$ and such that $\left|\frac{d \nu}{d \mu}\right|^{p}$ is $\mu$-summable on every compact subset of $\Omega$ if $p \in[1,+\infty[$, or such that $\operatorname{ess}_{\sup }^{K}\left|\frac{d \nu}{d \mu}\right|$ is finite for every compact subset $K$ of $\Omega$ if $p=$ $+\infty$.

In this order of ideas, also continuous functions on $\Omega$ can be thought as Radon measures on $\mathcal{B}(\Omega)$, and in particular, when $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, so do the elements of $C^{\infty}(\Omega)$ by means of the mapping

$$
u \rightarrow u \mathcal{L}^{n} .
$$

We will come back to this approach in $\S 7.2$.

## §2.4 Abstract Measure Theory in Topological Settings

Let $\Omega$ be a topological space. In the present section we describe how the requirement of slight additional assumptions on the topology allows a deeper description of the structure of Borel functions and measures.

To do this, we first need to select some special classes of Borel measures, called regular measures.

Definition 2.4.1. Let $\Omega$ be a topological space, $\mu$ be a Borel positive measure on $\Omega$, and $B \in \mathcal{B}(\Omega)$. We say that $\mu$ is
i) inner regular in $B$ if

$$
\mu(B)=\sup \{\mu(K): K \text { compact, } K \subseteq B\},
$$

ii) outer regular in $B$ if

$$
\mu(B)=\inf \{\mu(A): A \text { open, } A \supseteq B\},
$$

iii) regular in $B$ if it is both inner and outer regular in $B$.

We also say that $\mu$ is inner regular, outer regular, regular if so it is in $B$ for every $B \in \mathcal{B}(\Omega)$.

Regular Borel measures form a subclass, in general proper, of the one of Borel measures. We refer to [Co, Chapter 7] for an example in this direction.

The result below shows that non-regularity of a measure seems to be due to the lack of some properties of the space, rather than of the measure itself.

Theorem 2.4.2. Let $\Omega$ be a Hausdorff locally compact space in which every open set is $\sigma$-compact. Let $\mu$ be a Radon positive measure on $\Omega$. Then $\mu$ is regular.

It is worth while to deduce from Proposition 2.1.1, and Theorem 2.4.2 the following corollary.

Corollary 2.4.3. Let $\Omega$ be a Hausdorff locally compact space in which every open set is $\sigma$-compact, and $\mu \in\left(\mathcal{M}_{\mathrm{loc}}(\Omega)\right)^{m}$. Then $|\mu|$ is regular.

In particular, if $\mu \in(\mathcal{M}(\Omega))^{m}$, then $|\mu|$ is regular.
We observe explicitly that Theorem 2.4.2, and Corollary 2.4.3 hold when $\Omega=\mathbf{R}^{n}$.

Theorem 2.4.4 (Lusin's Theorem). Let $\Omega$ be a Hausdorff locally compact space, $\mu$ a regular Radon positive measure on $\Omega$, and $u$ be Borel and equal to 0 outside a set with finite measure. Then for every $\varepsilon>0$ there exists $v_{\varepsilon} \in C_{0}^{0}(\Omega)$ such that $\left\|v_{\varepsilon}\right\|_{C^{0}(\Omega)} \leq \operatorname{ess}_{\sup }^{\Omega}|u|$, and $\mu\left(\left\{x \in \Omega: v_{\varepsilon}(x) \neq\right.\right.$ $u(x)\})<\varepsilon$.

As consequence, the following approximation result in $L^{p}$ spaces holds.
Theorem 2.4.5. Let $\Omega$ be a Hausdorff locally compact space, $\mu$ a regular Radon positive measure on $\Omega$, and $p \in\left[1,+\infty\left[\right.\right.$. Then $C_{0}^{0}(\Omega)$ is dense in $L^{p}(\Omega, \mu)$.

We now pass to the study of the structure of Borel measures, that is described by the Riesz Representation Theorem (cf. for example $[\mathrm{Ru}, 6.19$ Theorem]).

Theorem 2.4.6 (Riesz Representation Theorem). Let $\Omega$ be a Hausdorff locally compact space, $m \in \mathbf{N}$, and let $L:\left(\widehat{C}_{0}^{0}(\Omega)\right)^{m} \rightarrow \mathbf{R}$ be linear and continuous. Then there exists a unique $\mu \in(\mathcal{M}(\Omega))^{m}$, with $|\mu|$ regular, such that

$$
L(u)=\int_{\Omega} u d \mu \text { for every } u \in\left(\widehat{C}_{0}^{0}(\Omega)\right)^{m}
$$

Moreover

$$
\sup \left\{L(u): u \in\left(\widehat{C}_{0}^{0}(\Omega)\right)^{m},\|u\|_{C^{0}(\Omega)} \leq 1\right\}=|\mu|(\Omega) .
$$

As corollary, from Riesz Representation Theorem we deduce the following result that we prove for sake of completeness.
Corollary 2.4.7. Let $\Omega$ be a Hausdorff locally compact space, and $\nu \in$ $\mathcal{M}(\Omega)$ be such that $|\nu|$ is inner regular. Then

$$
\begin{aligned}
& \nu^{+}(\Omega)=\sup \left\{\int_{\Omega} \varphi d \nu: \varphi \in C_{0}^{0}(\Omega), 0 \leq \varphi(x) \leq 1 \text { for every } x \in \Omega\right\} \\
& \nu^{-}(\Omega)=\sup \left\{\int_{\Omega} \varphi d \nu: \varphi \in C_{0}^{0}(\Omega),-1 \leq \varphi(x) \leq 0 \text { for every } x \in \Omega\right\} .
\end{aligned}
$$

In particular, if $\mu$ is an inner regular Borel positive measure on $\Omega$, and $u \in L^{1}(\Omega, \mu)$, then

$$
\begin{aligned}
& \int_{\Omega} u^{+} d \mu=\sup \left\{\int_{\Omega} \varphi u d \mu: \varphi \in C_{0}^{0}(\Omega), 0 \leq \varphi(x) \leq 1 \text { for every } x \in \Omega\right\} \\
& \int_{\Omega} u^{-} d \mu=\sup \left\{\int_{\Omega} \varphi u d \mu: \varphi \in C_{0}^{0}(\Omega),-1 \leq \varphi(x) \leq 0 \text { for every } x \in \Omega\right\}
\end{aligned}
$$

Proof. We prove only the formulas for $\nu^{+}$and $u^{+}$, the proof of the one for $\nu^{-}$and $u^{-}$being similar.

It is clear that

$$
\int_{\Omega} \varphi d \nu=\int_{\Omega} \varphi d \nu^{+}-\int_{\Omega} \varphi d \nu^{-} \leq \int_{\Omega} \varphi d \nu^{+} \leq \nu^{+}(\Omega)
$$

for every $\varphi \in C_{0}^{0}(\Omega)$ satisfying $0 \leq \varphi(x) \leq 1$ for every $x \in \Omega$,
from which we deduce that

$$
\begin{gather*}
\sup \left\{\int_{\Omega} \varphi d \nu: \varphi \in C_{0}^{0}(\Omega), 0 \leq \varphi(x) \leq 1 \text { for every } x \in \Omega\right\} \leq  \tag{2.4.1}\\
\leq \nu^{+}(\Omega) .
\end{gather*}
$$

On the other side, because of Riesz representation theorem, it turns out that

$$
\begin{equation*}
\nu^{+}(\Omega)=\frac{|\nu|(\Omega)+\nu(\Omega)}{2}= \tag{2.4.2}
\end{equation*}
$$

$$
\begin{gathered}
=\frac{1}{2}\left\{\sup \left\{\int_{\Omega} \phi d \nu: \phi \in \widehat{C}_{0}^{0}(\Omega),|\phi(x)| \leq 1 \text { for every } x \in \Omega\right\}+\int_{\Omega} d \nu\right\}= \\
=\sup \left\{\int_{\Omega} \frac{\phi+1}{2} d \nu: \phi \in \widehat{C}_{0}^{0}(\Omega),|\phi(x)| \leq 1 \text { for every } x \in \Omega\right\} .
\end{gathered}
$$

Let now $\left\{\psi_{h}\right\} \subseteq C_{0}^{0}(\Omega)$ be given by Theorem 2.4 .5 with $p=1$ such that $0 \leq \psi_{h}(x) \leq 1$ for every $h \in \mathbf{N}$ and $x \in \Omega$, and $\psi_{h}(x) \rightarrow 1$ for $|\nu|$-a.e. $x \in \Omega$. Then, Lebesgue Dominated Convergence Theorem provides that

$$
\begin{gathered}
\int_{\Omega} \frac{\phi+1}{2} d \nu=\lim _{h \rightarrow+\infty} \int_{\Omega} \frac{\phi+1}{2} \psi_{h} d \nu \leq \\
\leq \sup \left\{\int_{\Omega} \varphi d \nu: \varphi \in C_{0}^{0}(\Omega),|\varphi(x)| \leq 1 \text { for every } x \in \Omega\right\}
\end{gathered}
$$

$$
\text { for every } \phi \in \widehat{C}_{0}^{0}(\Omega) \text { satisfying }|\phi(x)| \leq 1 \text { for every } x \in \Omega
$$

from which, together with (2.4.2) and (2.4.1), the formula for $\nu^{+}(\Omega)$ follows.
In particular, if $\nu=u \mu$, then Theorem 2.3.3 and the above formula for $\nu^{+}(\Omega)$ yield

$$
\begin{aligned}
& \int_{\Omega} u^{+} d \mu=\int_{\Omega} \frac{|u|+u}{2} d \mu=\frac{|\nu|(\Omega)+\nu(\Omega)}{2}=\nu^{+}(\Omega)= \\
= & \sup \left\{\int_{\Omega} \varphi u d \mu: \varphi \in C_{0}^{0}(\Omega),|\varphi(x)| \leq 1 \text { for every } x \in \Omega\right\},
\end{aligned}
$$

that completes the proof of the corollary.
When $\Omega$ is a Hausdorff locally compact space, and $m \in \mathbf{N}$, the Riesz Representation Theorem allows the identification of $(\mathcal{M}(\Omega))^{m}$ with the dual of the Banach space $\left(\widehat{C}_{0}^{0}(\Omega)\right)^{m}$. Consequently, a weak* topology turns out to be canonically defined on $(\mathcal{M}(\Omega))^{m}$. As usual, we denote it by weak*$(\mathcal{M}(\Omega))^{m}$.

We recall that, given $\left\{\mu_{h}\right\} \subseteq(\mathcal{M}(\Omega))^{m}$, and $\mu \in(\mathcal{M}(\Omega))^{m}$, it results that $\mu_{h} \rightarrow \mu$ in weak*- $(\mathcal{M}(\Omega))^{m}$ if and only if $\int_{\Omega} \varphi d \mu_{h} \rightarrow \int_{\Omega} \varphi d \mu$ for every $\varphi \in\left(\widehat{C}_{0}^{0}(\Omega)\right)^{m}$. We also observe that, by the Banach-Steinhaus Theorem, if $\mu_{h} \rightarrow \mu$ in weak*- $(\mathcal{M}(\Omega))^{m}$, then $\left\{\left|\mu_{h}\right|(\Omega)\right\}$ turns out to be bounded.

In particular, by the Riesz Representation Theorem, the following lower semicontinuity follows.

Proposition 2.4.8. Let $\Omega$ be a Hausdorff locally compact space, and $m \in$ $\mathbf{N}$. Then the functional $\nu \in(\mathcal{M}(\Omega))^{m} \mapsto|\nu|(\Omega)$ is weak ${ }^{*}-(\mathcal{M}(\Omega))^{m}$ lower semicontinuous.

Proof. Follows from Riesz Representation Theorem, once we observe that for every $\nu \in(\mathcal{M}(\Omega))^{m},|\nu|(\Omega)$ is the pointwise supremum of a family of weak*- $(\mathcal{M}(\Omega))^{m}$ continuous functionals.

By using Alaoglu's theorem, the following compactness result holds.

Theorem 2.4.9. Let $\Omega$ be a Hausdorff locally compact space, and $m \in$ $\mathbf{N}$. Then the bounded subsets of $(\mathcal{M}(\Omega))^{m}$ are weak*- $(\mathcal{M}(\Omega))^{m}$ relatively compact.

In particular, under separability assumptions, the following sequential version of Theorem 2.4.9 follows from Theorem 0.5.

Theorem 2.4.10. Let $\Omega$ be a Hausdorff locally compact space, and $m \in$ $\mathbf{N}$. Assume that $\left(\widehat{C}_{0}^{0}(\Omega)\right)^{m}$ is separable. Then the strongly bounded subsets of $(\mathcal{M}(\Omega))^{m}$ are weak*- $(\mathcal{M}(\Omega))^{m}$ relatively sequentially compact.

We remark that, in general, the assumptions of Theorem 2.4.10 are fulfilled provided suitable hypotheses on $\Omega$ are assumed. For example, Theorem 2.4.10 holds if $\Omega \subseteq \mathbf{R}^{n}$.

If $\Omega$ is a Hausdorff locally compact space, $m \in \mathbf{N}, \mu$ is a Borel positive measure on $\Omega$, and $\left\{u_{h}\right\}$ is a bounded sequence in $\left(L^{1}(\Omega, \mu)\right)^{m}$, then Theorem 2.4.9, and Theorem 2.4.10 applied with $\mu_{h}=u_{h} \mu$ yield the relative compactness of $\left\{\mu_{h}\right\}$ only in the weak*- $(\mathcal{M}(\Omega))^{m}$ topology. Consequently, in general, its cluster points need not be in $\left(L^{1}(\Omega, \mu)\right)^{m}$.

On the other side, if $\left\{\int_{\Omega} \vartheta\left(\left|u_{h}\right|\right) d \mu\right\}$ is bounded for some $\vartheta:[0,+\infty[\rightarrow$ $[0,+\infty]$ Borel, and satisfying $\lim _{t \rightarrow+\infty} \vartheta(t) / t=+\infty$, Theorem 2.2.3 applies, and the existence of a weak- $\left(L^{1}(\Omega, \mu)\right)^{m}$ converging subsequence of $\left\{u_{h}\right\}$ follows. In particular this holds if $\vartheta(t)=t^{p}$ for every $t \in[0,+\infty[$, and some $p \in] 1,+\infty\left[\right.$, case in which Theorem 2.2.6 applies, and $\left\{u_{h}\right\}$ turns out to have a weak- $L^{p}(\Omega, \mu)$ converging subsequence.

## $\S 2.5$ Local Properties of Boundaries of Open Subsets of $\mathbf{R}^{n}$

The present section is devoted to a discussion on some types of convexity properties of certain classes of open subsets of $\mathbf{R}^{n}$ that we will use in this book.

We say that $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ has Lipschitz boundary if for every $x \in$ $\partial \Omega$ there exists a neighborhood $I_{x}$ of $x$ such that $I_{x} \cap \partial \Omega$ is the graph, in a suitable coordinate system, of a Lipschitz continuous function whose epigraph contains $I_{x} \cap \Omega$.

If $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ has Lipschitz boundary, then for $\mathcal{H}^{n-1}$-a.e. $x \in \partial \Omega$ there exists the outward unit vector normal to $\partial \Omega$, that we denote by $\mathbf{n}_{\Omega}$.

Proposition 2.5.1. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ be convex. Then $\Omega$ has Lipschitz boundary.

Proof. Let $x_{0} \in \Omega$. Then, being $\Omega$ open, let $r>0$ be such that $B_{r}\left(x_{0}\right) \subseteq \Omega$.
Let $x \in \partial \Omega$. Let us prove that there exists $I_{x} \in \mathcal{N}(x)$ such that $I_{x} \cap \partial \Omega$ is the graph, in a suitable coordinate system, of a finite convex function whose epigraph contains $I_{x} \cap \Omega$.

To do this, let us consider the half-line $l=\left\{x_{0}+t\left(x-x_{0}\right): t \in[0,+\infty[ \}\right.$, take $y_{0} \in l$ such that the hyperplane $H_{0}$ containing $y_{0}$ and orthogonal to $l$ has empty intersection with $\bar{\Omega}$, and set $B_{r}^{\prime}=\left\{y \in H_{0}:\left|y-y_{0}\right|<r\right\}$.

Let us set $I_{x}=\left\{t y+(1-t)\left(x_{0}-y_{0}+y\right): y \in B_{r}^{\prime}, t \in\right] 0,1[ \}$. Then it is easy to see that $I_{x} \in \mathcal{N}(x)$.

Let us fix $y \in B_{r}^{\prime}$, and denote by $S_{y}$ the open line segment joining $y$ to $x_{0}-y_{0}+y$. Then, since $S_{y}$ has one endpoint in $\Omega$ and the other in $\mathbf{R}^{n} \backslash \bar{\Omega}$, it must result $S_{y} \cap \partial \Omega \neq \emptyset$. Moreover it is clear that $S_{y} \cap \partial \Omega$ is made up by a single point, otherwise, taken $x_{1}, x_{2} \in S_{y} \cap \partial \Omega$ with $x_{1} \neq x_{2}$, it would necessarily occur that $x_{1}=t_{0} x_{2}+\left(1-t_{0}\right)\left(x_{0}+y-y_{0}\right)$ or $x_{2}=t_{0} x_{1}+\left(1-t_{0}\right)\left(x_{0}+y-y_{0}\right)$ for some $\left.t_{0} \in\right] 0,1[$. To fix ideas, let us assume that $x_{1}=t_{0} x_{2}+\left(1-t_{0}\right)\left(x_{0}+y-y_{0}\right)$ for some $\left.t_{0} \in\right] 0,1[$. Then, by the last item of Proposition 1.1.5, it would result that $x_{1} \in \Omega$, contrary to the fact that $x_{1} \in \partial \Omega$.

Consequently, the application that to every $y \in B_{r}^{\prime}$ associates the only element of $S_{y} \cap \partial \Omega$ defines, in the coordinate system centred in $y_{0}$, with $H_{0}$ equal to the hyperplane of first $n-1$ coordinates, and with the line through $y_{0}$ and $x_{0}$ equal to the $n$-th coordinate axis, a finite function whose graph is contained in $I_{x} \cap \partial \Omega$.

On the other side, since every point in $I_{x} \cap \partial \Omega$ is in $S_{y} \cap \partial \Omega$ for a suitable $y \in B_{r}^{\prime}$, it turns out that the graph of the above defined function actually agrees with $I_{x} \cap \partial \Omega$. Moreover, it is immediately verified that such function is convex, and that, just by construction, its epigraph contains $I_{x} \cap \Omega$.

Finally, by possibly considering a smaller neighborhood of $x$ compactly contained in $I_{x}$, and by Theorem 1.1.17, the proof follows.

We now introduce the class of the strongly star shaped open sets that will play a crucial role in the proof of some regularity results of measure type functions.

Definition 2.5.2. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $x_{0} \in \Omega$. We say that $\Omega$ is strongly star shaped with respect to $x_{0}$ if it is star shaped with respect to $x_{0}$, and if for every $x \in \bar{\Omega}$ the half open line segment joining $x_{0}$ and $x$, and not containing $x$, is contained in $\Omega$.

We say that an open set $\Omega$ is strongly star shaped if there exists $x_{0} \in \Omega$ such that $\Omega$ is strongly star shaped with respect to $x_{0}$.

In the following result some elementary properties of strongly star shaped open sets are collected.

Proposition 2.5.3. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right), x_{0} \in \Omega$ be such that $\Omega$ is strongly star shaped with respect to $x_{0}$. Then

$$
\begin{equation*}
x_{0}+t\left(\Omega-x_{0}\right) \text { is strongly star shaped with respect to } x_{0} \tag{2.5.1}
\end{equation*}
$$

$$
\begin{gather*}
\text { for every } t \in] 0,+\infty[ \\
\frac{x_{0}+r\left(\Omega-x_{0}\right)}{\Omega} \subseteq \bar{\Omega} \subseteq x_{0}+s\left(\Omega-x_{0}\right)  \tag{2.5.2}\\
\text { for every } r, s \in[0,+\infty[\text { with } r<1<s
\end{gather*}
$$

Proof. We preliminarily observe that

$$
\begin{equation*}
\overline{x_{0}+r\left(\Omega-x_{0}\right)}=x_{0}+r\left(\bar{\Omega}-x_{0}\right) \text { for every } r \in[0,+\infty[. \tag{2.5.3}
\end{equation*}
$$

To prove (2.5.1) we observe that, by (2.5.3), for every $t \in] 0,+\infty[$, and $y \in \overline{x_{0}+t\left(\Omega-x_{0}\right)}$ the half open line segment $S$ joining $x_{0}$ and $y$, and not containing $y$, agrees with $x_{0}+t\left(\left(x_{0}+\frac{S-x_{0}}{t}\right)-x_{0}\right)$, that $x_{0}+\frac{S-x_{0}}{t}$ is the half open line segment joining $x_{0}$ and $x_{0}+\frac{y-x_{0}}{t}$, and that $x_{0}+\frac{y-x_{0}}{t} \in \bar{\Omega}$. Because of this, it turns out that $x_{0}+\frac{S-x_{0}}{t} \subseteq \Omega$, and therefore that $S \subseteq$ $x_{0}+t\left(\Omega-x_{0}\right)$, from which the star shapedness of $x_{0}+t\left(\Omega-x_{0}\right)$ follows.

Let now $r \in\left[0,1\left[\right.\right.$, and let $y \in \overline{x_{0}+r\left(\Omega-x_{0}\right)}$. Then, by (2.5.3), we conclude that $y=x_{0}+r\left(z-x_{0}\right)$ for some $z \in \bar{\Omega}$. Consequently, $y$ belongs to the half open line segment joining $x_{0}$ and $z$, and not containing $z$, which is a subset of $\Omega$. Therefore the left-hand side of (2.5.2) follows.

In conclusion, if $s \in] 1,+\infty[$, the right-hand side of (2.5.2) follows from the left-hand side one, once we observe that $\Omega=x_{0}+\frac{1}{s}\left(\left\{x_{0}+s\left(\Omega-x_{0}\right)\right\}-\right.$ $x_{0}$ ), and that $x_{0}+s\left(\Omega-x_{0}\right)$ is strongly star shaped by (2.5.1).

Moreover, by using Proposition 1.1.5, it is easy to verify that
(2.5.4) $\quad \Omega$ is strongly star shaped with respect to each of its points

$$
\text { whenever } \Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right) \text { is convex. }
$$

The class of the strongly star shaped open sets is sufficiently wide to provide the following covering result.

Proposition 2.5.4. Let $\Omega \in \mathcal{A}_{0}$ have Lipschitz boundary. Then there exists a finite open covering $\left\{\Omega_{j}\right\}_{j \in\{1, \ldots, m\}}$ of $\bar{\Omega}$ such that, for every $j \in$ $\{1, \ldots, m\}, \Omega_{j} \cap \Omega$ is strongly star shaped with Lipschitz boundary.

Proof. Let $x \in \partial \Omega$, and let $I_{x} \in \mathcal{N}(x)$ such that $I_{x} \cap \partial \Omega$ is the graph, in a suitable coordinate system, of a Lipschitz continuous function whose epigraph contains $I_{x} \cap \Omega$. It is clear that it is not restrictive to assume that $\left.I_{x}=\widetilde{B} \times\right]-\varepsilon, \varepsilon\left[\right.$, where $\widetilde{B}$ is an open ball of $\mathbf{R}^{n-1}$ centred in the origin, and $\varepsilon>0$.

For every $y \in \mathbf{R}^{n}$ let us set $\hat{y}=\left(y_{1}, \ldots, y_{n-1}\right)$, and denote again by $|\hat{y}|$ its norm. Then we can assume that

$$
I_{x} \cap \bar{\Omega}=\left\{y \in \mathbf{R}^{n}:-\varepsilon<y_{n} \leq \vartheta(\hat{y}), \hat{y} \in \widetilde{B}\right\}
$$

for some $\vartheta: \mathbf{R}^{n-1} \rightarrow \mathbf{R}$ Lipschitz continuous, and that $x=(\hat{0}, \vartheta(\hat{0}))$, with $\vartheta(\hat{0})>0$. Moreover, if $c$ is the Lipschitz constant of $\vartheta$, we can assume that the radius of $\widetilde{B}$ is strictly smaller than $\frac{\vartheta(\hat{0})}{2 c}$.

Let us prove that $I_{x} \cap \Omega$ is strongly star shaped with respect to 0 .
To do this, let us first observe that $\overline{I_{x} \cap \Omega}=\left(\overline{I_{x}} \cap \partial \Omega\right) \cup\left(\overline{I_{x}} \cap \Omega\right)$, and take $y \in \overline{I_{x}} \cap \partial \Omega$. Then $y=(\hat{y}, \vartheta(\hat{y}))$, and, since $|\hat{y}|<\frac{\vartheta(\hat{0})}{2 c}$, we have that

$$
0<\vartheta(\hat{0})-2 c t|\hat{y}| \leq \vartheta(t \hat{y})-c t|\hat{y}| \text { for every } t \in[0,1]
$$

from which we deduce that

$$
\begin{align*}
& t \vartheta(\hat{y})=t(\vartheta(\hat{y})-\vartheta(t \hat{y}))+t \vartheta(t \hat{y}) \leq c t(1-t)|\hat{y}|+t \vartheta(t \hat{y})<  \tag{2.5.5}\\
& <(1-t) \vartheta(t \hat{y})+t \vartheta(t \hat{y})=\vartheta(t \hat{y}) \text { for every } t \in[0,1[
\end{align*}
$$

By (2.5.5), once we observe that $-\varepsilon<\vartheta(\hat{y})$, we conclude that the half open line segment joining 0 and $y$, but not containing this last point, is contained in $I_{x} \cap \Omega$.

Let now $y \in \overline{I_{x}} \cap \Omega$. Then $-\varepsilon \leq y_{n}<\vartheta(\hat{y})$. Consequently, the half open line segment joining 0 and $y$ lies between the ones joining 0 and $(\hat{y},-\varepsilon)$, and 0 and $(\hat{y}, \vartheta(\hat{y}))$, from which we conclude that, also in this case, the half open line segment joining 0 and $y$, but not containing this last point, is contained in $I_{x} \cap \Omega$.

We have thus proved that $I_{x} \cap \Omega$ is strongly star shaped with respect to 0 .

Let us now prove that $I_{x} \cap \Omega$ has Lipschitz boundary.
To do this, we observe that $\partial\left(I_{x} \cap \Omega\right)=\left(I_{x} \cap \partial \Omega\right) \cup\left(\partial I_{x} \cap \Omega\right) \cup\left(\partial I_{x} \cap \partial \Omega\right)$, and let $y \in \partial\left(I_{x} \cap \Omega\right)$.

It is clear that, if $y \in\left(I_{x} \cap \partial \Omega\right) \cup\left(\partial I_{x} \cap \Omega\right)$, it is possible to find $J_{y} \in$ $\mathcal{N}(y)$ such that $J_{y} \cap \partial\left(I_{x} \cap \Omega\right)$ is the graph, in a suitable coordinate system, of a Lipschitz continuous function whose epigraph contains $J_{y} \cap\left(I_{x} \cap \Omega\right)$.

On the other side, if $y \in \partial I_{x} \cap \partial \Omega$, by carrying out a slight space rotation, it is possible to find again $J_{y} \in \mathcal{N}(y)$ such that $J_{y} \cap \partial\left(I_{x} \cap\right.$ $\Omega$ ) is the graph, in the new coordinate system, of the minimum between two Lipschitz continuous functions, that is again Lipschitz continuous, and whose epigraph contains $J_{y} \cap\left(I_{x} \cap \Omega\right)$.

In conclusion, we have proved that for every $x \in \partial \Omega$ there exists $I_{x} \in$ $\mathcal{N}(x)$ such that $I_{x} \cap \Omega$ is strongly star shaped, and with Lipschitz boundary. Because of this, the proof follows once we observe that for every $x \in \Omega$ there exists a ball centred in $x$ and contained in $\Omega$, that is certainly strongly star shaped and with Lipschitz boundary, and by taking into account the compactness of $\bar{\Omega}$.

## $\S 2.6$ Increasing Set Functions

For every $A, B \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, we write $A \subset \subset B$ if $\bar{A}$ is a compact subset of $B$.

Definition 2.6.1. Let $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $\alpha: \mathcal{O} \rightarrow[0,+\infty]$. We say that $\alpha$ is increasing if

$$
\alpha\left(\Omega_{1}\right) \leq \alpha\left(\Omega_{2}\right) \text { for every } \Omega_{1}, \Omega_{2} \in \mathcal{O} \text { such that } \Omega_{1} \subseteq \Omega_{2} .
$$

Definition 2.6.2. Let $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $\alpha: \mathcal{O} \rightarrow[0,+\infty]$. For every $\mathcal{E} \subseteq \mathcal{O}$, we define the $\mathcal{E}$-inner regular envelope $\alpha_{\mathcal{E}-}$ of $\alpha$ as

$$
\begin{gathered}
\alpha_{\mathcal{E}-}: \Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right) \mapsto \\
\begin{cases}0 & \text { if }\{A \in \mathcal{E}: A \subset \subset \Omega\}=\emptyset \\
\sup \{\alpha(A): A \in \mathcal{E}, A \subset \subset \Omega\} & \text { if }\{A \in \mathcal{E}: A \subset \subset \Omega\} \neq \emptyset,\end{cases}
\end{gathered}
$$

and say that $\alpha$ is $\mathcal{E}$-inner regular, or simply inner regular when $\mathcal{E}=\mathcal{O}$, if

$$
\alpha(\Omega)=\alpha_{\mathcal{E}-}(\Omega) \text { for every } \Omega \in \mathcal{O}
$$

When $\mathcal{E}=\mathcal{O}$ we write $\alpha_{-}$in place of $\alpha_{\mathcal{O}_{-}}$.
Remark 2.6.3. It is clear that, if $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right)$ and $\alpha: \mathcal{O} \rightarrow[0,+\infty]$, then, for every $\mathcal{E} \subseteq \mathcal{O}, \alpha_{\mathcal{E}-}$ is increasing. Moreover, if $\alpha$ is increasing, then

$$
\alpha_{\mathcal{E}-}(\Omega) \leq \alpha_{-}(\Omega) \leq \alpha(\Omega) \text { for every } \Omega \in \mathcal{O} .
$$

Inner regular envelopes are inner regular, as proved by the following result.

Proposition 2.6.4. Let $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $\alpha: \mathcal{O} \rightarrow[0,+\infty]$ be increasing. Then $\alpha_{-}$is inner regular, i.e.

$$
\begin{gathered}
\alpha_{-}(\Omega)=\left(\alpha_{-}\right)_{-}(\Omega)=\left(\alpha_{-}\right)_{\mathcal{A}\left(\mathbf{R}^{n}\right)-}(\Omega)=\left(\alpha_{-}\right)_{\mathcal{A}_{0}-}(\Omega) \\
\text { for every } \Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right) .
\end{gathered}
$$

Proof. The second and the third equalities are nothing more than the definition of $\alpha_{-}$, therefore we have to prove only the first one.

Since for every $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $A \in \mathcal{O}$ we can find $B \in \mathcal{A}_{0}$ satisfying $A \subset \subset B \subset \subset \Omega$, we have that

$$
\begin{gathered}
\alpha_{-}(\Omega)=\sup \{\alpha(A): A \in \mathcal{O}, A \subset \subset \Omega\} \leq \\
\leq \sup \left\{\alpha_{-}(B): B \in \mathcal{A}_{0}, B \subset \subset \Omega\right\}=\left(\alpha_{-}\right)_{-}(\Omega) \text { for every } \Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right) .
\end{gathered}
$$

Because of this, and by Remark 2.6.3, the proof follows.
In order to establish some inner regularity criteria, we need to give some definitions.

Definition 2.6.5. Let $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $\alpha: \mathcal{O} \rightarrow[0,+\infty]$. We say that $\alpha$ is i) weakly superadditive if

$$
\alpha\left(\Omega_{1}\right)+\alpha\left(\Omega_{2}\right) \leq \alpha(\Omega)
$$

for every $\Omega_{1}, \Omega_{2}, \Omega \in \mathcal{O}$ with $\Omega_{1} \cap \Omega_{2}=\emptyset, \Omega_{1} \cup \Omega_{2} \subset \subset \Omega$,
ii) weakly subadditive if
$\alpha(\Omega) \leq \alpha\left(\Omega_{1}\right)+\alpha\left(\Omega_{2}\right)$ for every $\Omega, \Omega_{1}, \Omega_{2} \in \mathcal{O}$ with $\Omega \subset \subset \Omega_{1} \cup \Omega_{2}$,
iii) superadditive if

$$
\alpha\left(\Omega_{1}\right)+\alpha\left(\Omega_{2}\right) \leq \alpha(\Omega)
$$

for every $\Omega_{1}, \Omega_{2}, \Omega \in \mathcal{O}$ with $\Omega_{1} \cap \Omega_{2}=\emptyset, \Omega_{1} \cup \Omega_{2} \subseteq \Omega$,
iv) subadditive if
$\alpha(\Omega) \leq \alpha\left(\Omega_{1}\right)+\alpha\left(\Omega_{2}\right)$ for every $\Omega, \Omega_{1}, \Omega_{2} \in \mathcal{O}$ with $\Omega \subseteq \Omega_{1} \cup \Omega_{2}$.
If in addition $\mathcal{O}$ fulfils the following assumption

$$
\begin{equation*}
\Omega \backslash \bar{A} \in \mathcal{O} \text { for every } \Omega, A \in \mathcal{O} \text { such that } A \subset \subset \Omega \tag{2.6.1}
\end{equation*}
$$

we say that $\alpha$ is
v) boundary superadditive if
$\alpha(A)+\alpha(\Omega \backslash \bar{B}) \leq \alpha(\Omega)$ for every $\Omega, A, B \in \mathcal{O}$ such that $A \subset \subset B \subset \subset \Omega$,
vi) boundary subadditive if
$\alpha(\Omega) \leq \alpha(B)+\alpha(\Omega \backslash \bar{A})$ for every $\Omega, A, B \in \mathcal{O}$ such that $A \subset \subset B \subset \subset \Omega$.

Remark 2.6.6. It is obvious that, if $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right)$ and $\alpha: \mathcal{O} \rightarrow[0,+\infty]$ is superadditive, then it is also weakly superadditive. Analogously, if $\alpha$ is subadditive, then it is also weakly subadditive.

It is also clear that, if $\mathcal{O}$ satisfies (2.6.1), and $\alpha$ is superadditive, then it is also boundary superadditive. Analogously, if $\mathcal{O}$ satisfies (2.6.1), and $\alpha$ is subadditive, then it is also boundary subadditive.

Definition 2.6.7. Let $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right)$. A family $\mathcal{D} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right)$ is said to be dense in $\mathcal{O}$ if for every $\Omega_{1}, \Omega_{2} \in \mathcal{O}$ with $\Omega_{1} \subset \subset \Omega_{2}$ there exists $D \in \mathcal{D}$ satisfying $\Omega_{1} \subset \subset D \subset \subset \Omega_{2}$.

A family $\mathcal{P} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right)$ is said to be perfect in $\mathcal{O}$ if for every $\Omega \in \mathcal{P}$, $A \in \mathcal{O}$ with $A \subset \subset \Omega$ there exists $P \in \mathcal{P}$ such that $A \subset \subset P \subset \subset \Omega$.

It is clear that if $\mathcal{D}$ is dense in $\mathcal{O}$, and $\mathcal{D} \subseteq \mathcal{O}$, then $\mathcal{D}$ is also perfect in $\mathcal{O}$.

Proposition 2.6.8. Let $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right)$ be dense in $\mathcal{A}\left(\mathbf{R}^{n}\right)$, and $\alpha: \mathcal{O} \rightarrow$ $[0,+\infty]$. If $\alpha$ is weakly superadditive, then $\alpha_{-}$is superadditive. Analogously, if $\alpha$ is weakly subadditive, then $\alpha_{-}$is subadditive.

Proof. Let us assume that $\alpha$ is weakly superadditive.
Let $\Omega_{1}, \Omega_{2}, \Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ with $\Omega_{1} \cap \Omega_{2}=\emptyset, \Omega_{1} \cup \Omega_{2} \subseteq \Omega$, and let $A_{1}$, $A_{2} \in \mathcal{O}$ be such that $A_{1} \subset \subset \Omega_{1}$, and $A_{2} \subset \subset \Omega_{2}$. Then, by the density of $\mathcal{O}$ in $\mathcal{A}\left(\mathbf{R}^{n}\right)$, there exists $A \in \mathcal{O}$ satisfying $A_{1} \cup A_{2} \subset \subset A \subset \subset \Omega$, from which, together with the weak superadditivity of $\alpha$, we conclude that

$$
\begin{equation*}
\alpha\left(A_{1}\right)+\alpha\left(A_{2}\right) \leq \alpha(A) \leq \alpha_{-}(\Omega) \tag{2.6.2}
\end{equation*}
$$

for every $A_{1}, A_{2} \in \mathcal{O}$ with $A_{1} \subset \subset \Omega_{1}, A_{2} \subset \subset \Omega_{2}$.
By (2.6.2) the superadditivity of $\alpha_{-}$follows.
Let us assume now that $\alpha$ is weakly subadditive.
Let $\Omega, \Omega_{1}, \Omega_{2} \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ with $\Omega \subseteq \Omega_{1} \cup \Omega_{2}$, and let $A \in \mathcal{O}$ be such that $A \subset \subset \Omega$. By using the density of $\mathcal{O}$ in $\mathcal{A}\left(\mathbf{R}^{n}\right)$ it is easy to prove the existence of two increasing sequences $\left\{A_{h}^{\prime}\right\} \subseteq \mathcal{O}$, and $\left\{A_{h}^{\prime \prime}\right\} \subseteq \mathcal{O}$ such that $A_{h}^{\prime} \subset \subset \Omega_{1}$ and $A_{h}^{\prime \prime} \subset \subset \Omega_{2}$ for every $h \in \mathbf{N}, \Omega_{1}=\cup_{h=1}^{+\infty} A_{h}^{\prime}$, and $\Omega_{2}=$ $\cup_{h=1}^{+\infty} A_{h}^{\prime \prime}$. Consequently, by using the compactness of $\bar{A}$, we conclude that there exist $A^{\prime}, A^{\prime \prime} \in \mathcal{O}$ satisfying $A^{\prime} \subset \subset \Omega_{1}, A^{\prime \prime} \subset \subset \Omega_{2}$, and $A \subset \subset A^{\prime} \cup A^{\prime \prime}$.

Because of this, and by the weak subadditivity of $\alpha$, we conclude that

$$
\begin{equation*}
\alpha(A) \leq \alpha\left(A_{1}\right)+\alpha\left(A_{2}\right) \leq \alpha_{-}\left(\Omega_{1}\right)+\alpha_{-}\left(\Omega_{2}\right) \tag{2.6.3}
\end{equation*}
$$

$$
\text { for every } A \in \mathcal{O} \text { with } A \subset \subset \Omega \text {. }
$$

By (2.6.3) the subadditivity of $\alpha_{-}$follows.
Proposition 2.6.9. Let $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $\alpha: \mathcal{O} \rightarrow[0,+\infty]$. Then, i) if $\mathcal{P} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right)$ is perfect in $\mathcal{O}$,

$$
\left(\alpha_{\mathcal{O -}^{-}}\right)_{\mathcal{P}_{-}}(\Omega)=\alpha_{\mathcal{O -}_{-}}(\Omega) \text { for every } \Omega \in \mathcal{P},
$$

ii) if $\alpha$ is increasing, $\mathcal{D} \subseteq \mathcal{O}$, and $\mathcal{D}$ is dense in $\mathcal{O}$,

$$
\alpha_{\mathcal{O -}}(\Omega)=\alpha_{\mathcal{D}_{-}}(\Omega) \text { for every } \Omega \in \mathcal{O},
$$

iii) if $\alpha$ is increasing, $\mathcal{P} \subseteq \mathcal{O}$, and $\mathcal{P}$ is perfect in $\mathcal{O}$,

$$
\alpha_{\mathcal{O}_{-}}(\Omega)=\alpha_{\mathcal{P}_{-}}(\Omega) \text { for every } \Omega \in \mathcal{P} .
$$

Proof. Let us prove i).
Being $\alpha_{\mathcal{O}_{-}}$increasing, it is clear that

$$
\begin{equation*}
\left(\alpha_{\mathcal{O -}_{-}}\right)_{\mathcal{P}_{-}}(\Omega) \leq \alpha_{\mathcal{O -}}(\Omega) \text { for every } \Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right) . \tag{2.6.4}
\end{equation*}
$$

On the other side, let $\Omega \in \mathcal{P}$, and $A \in \mathcal{O}$ with $A \subset \subset \Omega$. Then, being $\mathcal{P}$ perfect in $\mathcal{O}$, there exists $B \in \mathcal{P}$ such that $A \subset \subset B \subset \subset \Omega$. Therefore we have

$$
\alpha(A) \leq \alpha_{\mathcal{O}_{-}}(B) \leq\left(\alpha_{\mathcal{O}_{-}}\right)_{\mathcal{P}_{-}}(\Omega) \text { for every } \Omega \in \mathcal{P}
$$

from which, together with (2.6.4), condition i) follows.
Let us prove ii).
Since $\mathcal{D}$ is dense in $\mathcal{O}$, and $\alpha$ is increasing, it is easy to deduce that

$$
\alpha(A) \leq \alpha_{\mathcal{D}-}(\Omega) \text { for every } \Omega, A \in \mathcal{O} \text { with } A \subset \subset \Omega
$$

from which it follows that

$$
\begin{equation*}
\alpha_{\mathcal{O}-}(\Omega) \leq \alpha_{\mathcal{D}-}(\Omega) \text { for every } \Omega \in \mathcal{O} \tag{2.6.5}
\end{equation*}
$$

By (2.6.5), since $\mathcal{D} \subseteq \mathcal{O}$ and consequently

$$
\alpha_{\mathcal{D}-}(\Omega) \leq \alpha_{\mathcal{O -}}(\Omega) \text { for every } \Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)
$$

condition ii) follows.
Finally the proof of iii) is similar to the one of ii), by taking $\Omega \in \mathcal{P}$.
Given $\left\{A_{h}\right\} \subseteq \mathcal{O}$, and $\Omega \in \mathcal{O}$ such that $A_{h} \subseteq \Omega$ for every $n \in \mathbf{N}$, we say that $\left\{A_{h}\right\}$ is well increasing to $\Omega$ if $A_{h} \subset \subset A_{h+1}$ for every $h \in \mathbf{N}$, and $\cup_{h=1}^{+\infty} A_{h}=\Omega$. We say that $\left\{A_{h}\right\}$ is well decreasing to the empty set with respect to $\Omega$ if $\left\{\Omega \backslash A_{h}\right\}$ is well increasing to $\Omega$.

We can now prove a first characterization of inner regular functions.
Proposition 2.6.10. Let $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right)$ satisfy (2.6.1), and $\alpha: \mathcal{O} \rightarrow[0,+\infty]$. Assume that $\alpha$ is inner regular and boundary superadditive. Then i) for every $\Omega \in \mathcal{O}$ for which $\alpha(\Omega)<+\infty, \alpha$ is vanishing along the sequences in $\mathcal{O}$ that are well decreasing to the empty set with respect to $\Omega$, ii) for every $\Omega \in \mathcal{O}$ for which $\alpha(\Omega)=+\infty, \alpha$ is diverging along the sequences in $\mathcal{O}$ that are well increasing to $\Omega$.

Conversely, assume that $\mathcal{O}$ is perfect in $\mathcal{A}_{0}$, that $\alpha$ is increasing, boundary subadditive, and that i) and ii) hold. Then $\alpha$ is inner regular.

Proof. We prove the first part of the proposition.
Let $\Omega \in \mathcal{O}$ be such that $\alpha(\Omega)<+\infty$, and let $\left\{A_{h}\right\}$ be a sequence in $\mathcal{O}$ well decreasing to the empty set with respect to $\Omega$. Then by (2.6.1), and the boundary superadditivity of $\alpha$ it follows that

$$
\alpha\left(A_{n+1}\right) \leq \alpha(\Omega)-\alpha\left(\Omega \backslash \overline{A_{h}}\right)
$$

from which, together with the inner regularity of $\alpha$, i) follows.
Moreover, the inner regularity of $\alpha$ implies condition ii), and the first part of the proposition.

Let us now prove the second part of the proposition.
Since $\alpha$ is increasing, from Remark 2.6.3 it follows that

$$
\begin{equation*}
\alpha_{-}(\Omega) \leq \alpha(\Omega) \text { for every } \Omega \in \mathcal{O} \tag{2.6.6}
\end{equation*}
$$

Let now $\Omega \in \mathcal{O}$, and assume for the moment that $\alpha(\Omega)<+\infty$. Let $K \in \mathcal{A}_{0}$ with $K \subset \subset \Omega$. Then, being $\mathcal{O}$ perfect in $\mathcal{A}_{0}$, there exist $A, B \in \mathcal{O}$ such that $K \subset \subset A \subset \subset B \subset \subset \Omega$.

Because of this, (2.6.1), the boundary subadditivity of $\alpha$, and being $\alpha$ increasing, we conclude that

$$
\alpha(\Omega) \leq \alpha(B)+\alpha(\Omega \backslash \bar{A}) \leq \alpha_{-}(\Omega)+\alpha(\Omega \backslash \bar{A})
$$

from which, together with assumption i), the opposite inequality to (2.6.6) and the inner regularity of $\alpha$ at $\Omega$ when $\alpha(\Omega)<+\infty$ follow.

In conclusion, being by assumption ii) $\alpha$ inner regular at $\Omega$ also when $\alpha(\Omega)=+\infty$, the inner regularity of $\alpha$ follows.

As corollary, we deduce the following result.
Proposition 2.6.11. Let $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right)$ satisfy (2.6.1), and $\alpha: \mathcal{O} \rightarrow[0,+\infty[$. Assume that $\mathcal{O}$ is perfect in $\mathcal{A}_{0}$, and that $\alpha$ is increasing, boundary subadditive, and such that for every $\Omega \in \mathcal{O}$ there exists a Borel positive measure $\mu_{\Omega}$ on $\Omega$ satisfying

$$
\alpha(A) \leq \mu_{\Omega}(A)<+\infty \text { for every } A \in \mathcal{O} \cap \mathcal{A}(\Omega)
$$

Then $\alpha$ is inner regular.
Proof. Follows from Proposition 2.6.10.
The following result is a variant of the De Giorgi-Letta Extension Theorem in our setting (cf. [DGL, Proposition 5.5 and Théorème 5.6], [DM2, Theorem 14.23]).
Theorem 2.6.12. Let $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right)$ be dense in $\mathcal{A}\left(\mathbf{R}^{n}\right)$, and $\alpha: \mathcal{O} \rightarrow$ $[0,+\infty]$ be increasing, weakly superadditive, and weakly subadditive. For every $E \subseteq \mathbf{R}^{n}$ let us set

$$
\alpha^{*}(E)=\inf \left\{\alpha_{-}(A): A \in \mathcal{A}\left(\mathbf{R}^{n}\right), E \subseteq A\right\}
$$

Then the restriction of $\alpha^{*}$ to $\mathcal{B}\left(\mathbf{R}^{n}\right)$ is a Borel positive measure that agrees with $\alpha_{-}$on $\mathcal{O}$.

If, in addition, $\alpha$ is also inner regular, then $\alpha^{*}$ agrees with $\alpha$ on $\mathcal{O}$.
Proof. First of all we observe that, being $\alpha$ increasing, it is easy to verify that $\alpha^{*}$ agrees with $\alpha_{-}$on $\mathcal{O}$. In addition, if $\alpha$ is also inner regular, the coincidence of $\alpha^{*}$ with $\alpha$ on $\mathcal{O}$ follows.

Let us prove that the restriction of $\alpha^{*}$ to $\mathcal{B}\left(\mathbf{R}^{n}\right)$ is a Borel positive measure.

Since $\alpha$ is increasing, Proposition 2.6.4 yields the inner regularity of $\alpha_{-}$. Moreover, since $\alpha$ is weakly superadditive and weakly subadditive, and $\mathcal{O}$ is dense in $\mathcal{A}\left(\mathbf{R}^{n}\right)$, Proposition 2.6 .8 yields the superadditivity and the subadditivity of $\alpha_{-}$.

If $\alpha_{-}(\emptyset) \neq 0$, by using the superadditivity and subadditivity properties of $\alpha_{-}$, it must necessarily result $\alpha_{-}(\emptyset)=+\infty$. Consequently, $\alpha^{*}$ turns out to agree with the Borel positive measure identically equal to $+\infty$.

Because of this, we can assume that $\alpha_{-}(\emptyset)=0$, and, consequently, that $\alpha^{*}(\emptyset)=0$.

Let us first prove that $\alpha_{-}$is countably subadditive, i.e.

$$
\begin{equation*}
\alpha_{-}(\Omega) \leq \sum_{h=1}^{+\infty} \alpha_{-}\left(\Omega_{h}\right) \tag{2.6.7}
\end{equation*}
$$

whenever $\Omega, \Omega_{1}, \ldots, \Omega_{h}, \ldots \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ satisfy $\Omega \subseteq \cup_{h=1}^{+\infty} \Omega_{h}$.
To do this, let $\Omega, \Omega_{1}, \ldots, \Omega_{h}, \ldots$ be as in (2.6.7), and let $A \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ be such that $A \subset \subset \Omega$. Then, by using the compactness of $\bar{A}$, and the subadditivity of $\alpha_{-}$it is easy to verify that

$$
\alpha_{-}(A) \leq \sum_{h=1}^{+\infty} \alpha_{-}\left(\Omega_{h}\right) \text { for every } A \in \mathcal{A}\left(\mathbf{R}^{n}\right) \text { such that } A \subset \subset \Omega,
$$

from which, together with the inner regularity of $\alpha_{-},(2.6 .7)$ follows.
By (2.6.7) it follows that

$$
\begin{equation*}
\alpha^{*}(S) \leq \sum_{h=1}^{+\infty} \alpha^{*}\left(S_{h}\right) \tag{2.6.8}
\end{equation*}
$$

whenever $S, S_{1}, \ldots, S_{h}, \ldots \subseteq \mathbf{R}^{n}$ satisfy $S \subseteq \cup_{h=1}^{+\infty} S_{h}$.
In fact, let $S, S_{1}, \ldots, S_{h}, \ldots \subseteq \mathbf{R}^{n}$ be as in (2.6.8). We can clearly assume that $\sum_{h=1}^{+\infty} \alpha^{*}\left(S_{h}\right)<+\infty$, so that, given $\varepsilon>0$, for every $h \in \mathbf{N}$ we can find $A_{h} \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ with $S_{h} \subseteq A_{h}$, and $\alpha_{-}\left(A_{h}\right)<\alpha^{*}\left(S_{h}\right)+\frac{\varepsilon}{2^{h}}$. Because of this, and (2.6.7) we conclude that

$$
\alpha^{*}(S) \leq \alpha_{-}\left(\cup_{h=1}^{+\infty} A_{h}\right) \leq \sum_{h=1}^{+\infty} \alpha_{-}\left(A_{h}\right) \leq \sum_{h=1}^{+\infty} \alpha^{*}\left(S_{h}\right)+\varepsilon \text { for every } \varepsilon>0,
$$

from which (2.6.8) follows.
Since $\alpha^{*}(\emptyset)=0$, by (2.6.8) it turns out that $\alpha^{*}$ is an outer measure, and consequently (cf., for example [Co, Chapter 1]) that the set $\mathcal{S}_{\alpha^{*}}\left(\mathbf{R}^{n}\right)=$
$\left\{B \subseteq \mathbf{R}^{n}: \alpha^{*}(B)=\alpha^{*}(B \cap S)+\alpha^{*}(B \backslash S)\right.$ for every $\left.S \subseteq \mathbf{R}^{n}\right\}$ is a $\sigma$ algebra on $\mathbf{R}^{n}$, and that the restriction of $\alpha^{*}$ to $\mathcal{S}_{\alpha^{*}}\left(\mathbf{R}^{n}\right)$ is a positive measure. Therefore, in order to complete the proof, we only have to prove that $\mathcal{B}\left(\mathbf{R}^{n}\right) \subseteq \mathcal{S}_{\alpha^{*}}\left(\mathbf{R}^{n}\right)$.

To do this, being $\mathcal{S}_{\alpha^{*}}\left(\mathbf{R}^{n}\right)$ a $\sigma$-algebra on $\mathbf{R}^{n}$, it suffices to prove that $\mathcal{A}\left(\mathbf{R}^{n}\right) \subseteq \mathcal{S}_{\alpha^{*}}\left(\mathbf{R}^{n}\right)$.

Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$. Then, by (2.6.8) we only have to prove that

$$
\begin{equation*}
\alpha^{*}(S \cap \Omega)+\alpha^{*}(S \backslash \Omega) \leq \alpha^{*}(S) \text { for every } S \subseteq \mathbf{R}^{n} \tag{2.6.9}
\end{equation*}
$$

If this is not the case, let $S \subseteq \mathbf{R}^{n}$ be such that

$$
\alpha^{*}(S)<\alpha^{*}(S \cap \Omega)+\alpha^{*}(S \backslash \Omega)
$$

and let $A \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ be such that $S \subseteq A$, and

$$
\alpha_{-}(A)<\alpha_{-}(A \cap \Omega)+\alpha^{*}(A \backslash \Omega)
$$

Moreover, by exploiting the inner regularity of $\alpha_{-}$, let $B \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ be such that $B \subset \subset A \cap \Omega$, and

$$
\begin{equation*}
\alpha_{-}(A)<\alpha_{-}(B)+\alpha^{*}(A \backslash \Omega) \tag{2.6.10}
\end{equation*}
$$

In conclusion, by the superadditivity of $\alpha_{-}$, we deduce that

$$
\alpha_{-}(B)+\alpha^{*}(A \backslash \Omega) \leq \alpha_{-}(B)+\alpha_{-}(A \backslash \bar{B}) \leq \alpha_{-}(A)
$$

contrary to (2.6.10).
Because of this, (2.6.9) holds, and $\mathcal{A}\left(\mathbf{R}^{n}\right) \subseteq \mathcal{S}_{\alpha^{*}}\left(\mathbf{R}^{n}\right)$. This concludes the proof.

From Theorem 2.6.12 we deduce the following result.
Proposition 2.6.13. Let $\alpha: \mathcal{A}_{0} \rightarrow[0,+\infty]$ be increasing, weakly superadditive, and weakly subadditive. Then the limit $\lambda(x)=\lim _{r \rightarrow 0^{+}} \frac{1}{r^{n}} \alpha\left(Q_{r}(x)\right)$ exists for $\mathcal{L}^{n}$-a.e. $x \in \mathbf{R}^{n}$, $\lambda$ is $\mathcal{L}_{n}$-measurable, and

$$
\alpha_{-}(\Omega) \geq \int_{\Omega} \lambda(x) d x \text { for every } \Omega \in \mathcal{A}_{0}
$$

Proof. Let us preliminarily observe that, being $\alpha$ increasing, we have

$$
\begin{gathered}
\limsup _{r \rightarrow 0^{+}} \frac{1}{r^{n}} \alpha\left(Q_{r}(x)\right) \geq \limsup _{r \rightarrow 0^{+}} \frac{1}{r^{n}} \alpha_{-}\left(Q_{r}(x)\right) \geq t^{n} \limsup _{r \rightarrow 0^{+}} \frac{1}{t^{n} r^{n}} \alpha\left(Q_{t r}(x)\right)= \\
\left.=t^{n} \limsup _{s \rightarrow 0^{+}} \frac{1}{s^{n}} \alpha\left(Q_{s}(x)\right) \text { for every } x \in \mathbf{R}^{n}, t \in\right] 0,1[
\end{gathered}
$$

from which we deduce that
(2.6.11) $\limsup _{r \rightarrow 0^{+}} \frac{1}{r^{n}} a\left(Q_{r}(x)\right)=\underset{r \rightarrow 0^{+}}{\lim \sup } \frac{1}{r^{n}} \alpha_{-}\left(Q_{r}(x)\right)$ for every $x_{0} \in \mathbf{R}^{n}$.

Since $\alpha$ is increasing, weakly superadditive, and weakly subadditive, by Theorem 2.6.12 we deduce the existence of a Borel positive measure $\alpha^{*}$ on $\mathbf{R}^{n}$ that agrees with $\alpha_{-}$on $\mathcal{A}_{0}$.

Let now $\Omega \in \mathcal{A}_{0}$, and observe that we can assume that $\alpha_{-}(\Omega)<+\infty$.
Let $\nu: A \in \mathcal{B}(\Omega) \mapsto \alpha^{*}(A)$. Then $\nu$ is a Borel real measure on $\Omega$, therefore, by the Lebesgue Decomposition Theorem, we can decompose $\nu$ into the sum of its absolutely continuous part with respect to Lebesgue measure $\nu^{\mathrm{a}}$ and of its singular part $\nu^{\mathrm{s}}$.

By Theorem 2.3.5, (2.6.11), and Remark 2.6.3 we obtain that for $\mathcal{L}^{n}$ a.e. $x \in \mathbf{R}^{n}$ the limit $\lambda(x)=\lim _{r \rightarrow 0^{+}} \frac{1}{r^{n}} \alpha\left(Q_{r}(x)\right)$ exists, and $\lambda(x)=$ $\frac{d \nu^{a}}{d \mathcal{L}^{n}}(x)$. In fact we have that

$$
\begin{gathered}
\frac{d \nu^{\mathrm{a}}}{d \mathcal{L}^{n}}(x)=\limsup _{r \rightarrow 0^{+}} \frac{1}{r^{n}} \alpha_{-}\left(Q_{r}(x)\right)=\limsup _{r \rightarrow 0^{+}} \frac{1}{r^{n}} \alpha\left(Q_{r}(x)\right) \geq \\
\geq \liminf _{r \rightarrow 0^{+}} \frac{1}{r^{n}} \alpha\left(Q_{r}(x)\right) \geq \liminf _{r \rightarrow 0^{+}} \frac{1}{r^{n}} \alpha_{-}\left(Q_{r}(x)\right)=\frac{d \nu^{\mathrm{a}}}{d \mathcal{L}^{n}}(x) \\
\text { for } \mathcal{L}^{n} \text {-a.e. } x \in \mathbf{R}^{n} .
\end{gathered}
$$

In conclusion, taking into account that $\Omega$ is open, by the Lebesgue Decomposition Theorem, and the Radon-Nikodym Theorem we conclude that

$$
\alpha_{-}(\Omega)=\alpha^{*}(\Omega) \geq \nu^{\mathrm{a}}(\Omega)=\int_{\Omega} \frac{d \nu^{\mathrm{a}}}{d \mathcal{L}^{n}}(x) d x=\int_{\Omega} \lambda(x) d x
$$

which proves the proposition.
Finally, we make some remarks about translation invariant set functions, i.e. functions of the type $\alpha: \mathcal{A}\left(\mathbf{R}^{n}\right) \rightarrow[0,+\infty]$ satisfying

$$
\alpha\left(x_{0}+A\right)=\alpha(A) \text { for every } A \in \mathcal{A}\left(\mathbf{R}^{n}\right), x_{0} \in \mathbf{R}^{n} .
$$

Proposition 2.6.14. Let $\alpha: \mathcal{A}\left(\mathbf{R}^{n}\right) \rightarrow[0,+\infty]$ be increasing, weakly superadditive, weakly subadditive, and translation invariant. Then

$$
\begin{equation*}
\alpha_{-}(A)=\alpha_{-}\left(Q_{1}(0)\right) \mathcal{L}^{n}(A) \text { for every } A \in \mathcal{A}\left(\mathbf{R}^{n}\right) \tag{2.6.12}
\end{equation*}
$$

Proof. Let us first recall that, by Theorem 2.6.12, $\alpha_{-}$turns out to be the restriction to $\mathcal{A}\left(\mathbf{R}^{n}\right)$ of a Borel positive measure on $\mathbf{R}^{n}$ that results to be translation invariant.

In order to identify $\alpha_{-}$let us consider separately the cases in which $\alpha_{-}\left(Q_{1}(0)\right)<+\infty$ and $\alpha_{-}\left(Q_{1}(0)\right)=+\infty$.

If $\alpha_{-}\left(Q_{1}(0)\right)<+\infty$ we observe that, since every bounded open set can be covered by a finite number of translated of $Q_{1}(0)$ and $\alpha_{-}$is translation invariant, $\alpha_{-}$turns out to be locally finite on $\mathbf{R}^{n}$. Because of this, and well known properties of translation invariant measures (see for example [Co, Proposition 1.4.5]), equality (2.6.12) follows.

If $\alpha_{-}\left(Q_{1}(0)\right)=+\infty$ we observe that, since for every $r>0 Q_{1}(0)$ can be covered by a finite number of translated of $Q_{r}(0)$ and $\alpha_{-}$is translation invariant, it turns out that $\alpha_{-}\left(Q_{r}(0)\right)=+\infty$. Because of this, and again the translation invariance of $\alpha_{-}$we deduce that $\alpha_{-}(A)=+\infty$ for every $A \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ from which equality (2.6.12) follows.

By Proposition 2.6 .14 we trivially deduce the following result.
Proposition 2.6.15. Let $\alpha: \mathcal{A}\left(\mathbf{R}^{n}\right) \rightarrow[0,+\infty]$ be increasing, weakly superadditive, weakly subadditive, and translation invariant. Then

$$
\begin{gathered}
\alpha(A) \leq \alpha\left(Q_{1}(0)\right) \mathcal{L}^{n}(\bar{A}) \text { for every } A \in \mathcal{A}\left(\mathbf{R}^{n}\right), \\
\alpha(A) \geq \alpha\left(Q_{1}(0)\right) \mathcal{L}^{n}(A) \text { for every } A \in \mathcal{A}\left(\mathbf{R}^{n}\right), \\
\alpha(A)=\alpha_{-}(A)=\alpha\left(Q_{1}(0)\right) \mathcal{L}^{n}(A)
\end{gathered}
$$

for every $A \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ with $\mathcal{L}^{n}(\partial A)=0$.

Remark 2.6.16. It is clear that (2.6.13) of Proposition 2.6.15 cannot hold for every $A \in \mathcal{A}\left(\mathbf{R}^{n}\right)$. To see this let us set, for every $A \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, $\alpha(A)=\mathcal{L}^{n}(\bar{A})$. Then $\alpha$ fulfils the assumptions of Proposition 2.6.15 but clearly (2.6.13) does not hold if $\mathcal{L}^{n}(\partial A) \neq 0$.

## §2.7 Increasing Set Functionals

Definition 2.7.1. Let $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right), U$ be a set, and $\Phi: \mathcal{O} \times U \rightarrow[0,+\infty]$. We say that $\Phi$ is increasing if for every $u \in U, \Phi(\cdot, u)$ is increasing.

Definition 2.7.2. Let $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right), U$ be a set, and $\Phi: \mathcal{O} \times U \rightarrow[0,+\infty]$. For every $\mathcal{E} \subseteq \mathcal{O}$, we introduce the $\mathcal{E}$-inner regular envelope $\Phi_{\mathcal{E}-}$ of $\Phi$ as the function defined by

$$
\Phi_{\mathcal{E}-}:(\Omega, u) \in \mathcal{A}\left(\mathbf{R}^{n}\right) \times U \mapsto \Phi(\cdot, u)_{\mathcal{E}-}(\Omega),
$$

and say that $\Phi$ is $\mathcal{E}$-inner regular, or simply inner regular when $\mathcal{E}=\mathcal{O}$, if

$$
\Phi(\Omega, u)=\Phi_{\mathcal{E}-}(\Omega, u) \text { for every }(\Omega, u) \in \mathcal{O} \times U
$$

When $\mathcal{E}=\mathcal{O}$ we write $\Phi_{-}$in place of $\Phi_{\mathcal{O}_{-}}$.
Definition 2.7.3. Let $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right), U$ be a set, and $\Phi: \mathcal{O} \times U \rightarrow[0,+\infty]$. We say that $\Phi$ is
i) weakly superadditive if for every $u \in U, \Phi(\cdot, u)$ is weakly superadditive.
ii) weakly subadditive if for every $u \in U, \Phi(\cdot, u)$ is weakly subadditive.

For every $E \subseteq \mathbf{R}^{n}$, every function $u$ on $E$, and $\left.t \in\right] 0,+\infty[$ we define the rescaled homothety of $u$ as

$$
O_{t} u: x \in \frac{1}{t} E \mapsto \frac{1}{t} u(t x) .
$$

Let $U$ be a set of functions on $\mathbf{R}^{n}$ such that

$$
\begin{equation*}
\left.\left.T\left[-x_{0}\right] O_{t} T\left[x_{0}\right] u \in U \text { whenever } u \in U, x_{0} \in \mathbf{R}^{n}, t \in\right] 0,1\right], \tag{2.7.1}
\end{equation*}
$$

let $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right)$, and let $\Phi: \mathcal{O} \times U \rightarrow[0,+\infty]$ satisfy

$$
\begin{equation*}
\liminf _{t \rightarrow 1^{-}}^{\operatorname{lin}} \Phi\left(\Omega, T\left[-x_{0}\right] O_{t} T\left[x_{0}\right] u\right) \geq \Phi(\Omega, u) \tag{2.7.2}
\end{equation*}
$$

for every $\Omega \in \mathcal{O}$ strongly star shaped with respect to $x_{0}, u \in U$ and

$$
\begin{equation*}
\limsup _{t \rightarrow 1^{+}} \Phi_{-}\left(x_{0}+t\left(\Omega-x_{0}\right), T\left[-x_{0}\right] O_{1 / t} T\left[x_{0}\right] u\right) \leq \Phi_{-}(\Omega, u) \tag{2.7.3}
\end{equation*}
$$

for every $\Omega \in \mathcal{O}$ strongly star shaped with respect to $x_{0}, u \in U$.
Then the following inner regularity result holds.
Proposition 2.7.4. Let $\mathcal{O} \subseteq \mathcal{A}_{0}, U$ be a set of functions on $\mathbf{R}^{n}$ satisfying (2.7.1), and let $\Phi: \mathcal{O} \times U \rightarrow[0,+\infty]$ be increasing, and satisfying (2.7.2), (2.7.3). Then
(2.7.4) $\Phi(\Omega, u)=\Phi_{-}(\Omega, u)$ for every $\Omega \in \mathcal{O}$ strongly star shaped, $u \in U$.

Proof. Let $\Omega, u$ be as in (2.7.4), $x_{0} \in \Omega$ be such that $\Omega$ is strongly star shaped with respect to $x_{0}$, and $\left.t \in\right] 1,+\infty[$. Then, since Proposition 2.5.3 yields $\Omega \subset \subset x_{0}+t\left(\Omega-x_{0}\right)$, we have that
(2.7.5) $\Phi\left(\Omega, T\left[-x_{0}\right] O_{1 / t} T\left[x_{0}\right] u\right) \leq \Phi_{-}\left(x_{0}+t\left(\Omega-x_{0}\right), T\left[-x_{0}\right] O_{1 / t} T\left[x_{0}\right] u\right)$,
hence as $t$ decreases to 1 , by (2.7.5), (2.7.2), (2.7.3), and Remark 2.6.3 we deduce (2.7.4).

In order to extend Proposition 2.7.4 to wider classes of open sets let us consider a set $U$, and $\Phi: \mathcal{A}_{0} \times U \rightarrow[0,+\infty]$. Let us introduce the following assumptions

$$
\begin{equation*}
\Phi(\Omega, u) \leq \Phi\left(\Omega \cap \Omega_{1}, u\right)+\Phi\left(\Omega \cap \Omega_{2}, u\right) \tag{2.7.6}
\end{equation*}
$$

whenever $\Omega, \Omega_{1}, \Omega_{2} \in \mathcal{A}_{0}$ satisfy with $\Omega \subset \subset \Omega_{1} \cup \Omega_{2}, u \in U$,

$$
\begin{equation*}
\text { for every } \Omega \in \mathcal{A}_{0}, u \in U \text { with } \Phi(\Omega, u)<+\infty \tag{2.7.7}
\end{equation*}
$$

there exists a Borel positive measure $\mu_{\Omega, u}$ on $\Omega$ satisfying

$$
\Phi(A, u) \leq \mu_{\Omega, u}(A)<+\infty \text { for every } A \in \mathcal{A}(\Omega)
$$

Lemma 2.7.5. Let $U$ be a set, and let $\Phi: \mathcal{A}_{0} \times U \rightarrow[0,+\infty]$ be increasing, and satisfying (2.7.6). Then

$$
\begin{equation*}
\Phi(\Omega, u) \leq \sum_{j=1}^{m} \Phi\left(\Omega \cap \Omega_{j}, u\right) \tag{2.7.8}
\end{equation*}
$$

whenever $\Omega, \Omega_{1}, \ldots, \Omega_{m} \in \mathcal{A}_{0}$ satisfy $\Omega \subset \subset \cup_{j=1}^{m} \Omega_{j}, u \in U$.
Proof. We argue by induction on $m$.
If $m=2$ (2.7.8) follows from (2.7.6).
If $m>2$ let us assume that (2.7.8) holds with $m$ replaced by $m-1$, and prove it with $m$. To do this, we first take $\Omega, \Omega_{1}, \ldots, \Omega_{m}$ as in (2.7.8), and, for every $j \in\{1, \ldots, m\}$, an open set $A_{j}$ with $A_{j} \subset \subset \Omega_{j}$ such that $\Omega \subset \subset \cup_{j=1}^{m} A_{j}$. Then, by (2.7.6), we have

$$
\begin{equation*}
\Phi(\Omega, u) \leq \Phi\left(\Omega \cap \cup_{j=1}^{m-1} A_{j}, u\right)+\Phi\left(\Omega \cap A_{m}, u\right) \tag{2.7.9}
\end{equation*}
$$

Let us now observe that $\Omega \cap \cup_{j=1}^{m-1} A_{j} \subset \subset \cup_{j=1}^{m-1} \Omega_{j}$, hence by (2.7.9), the induction assumption, and (2.6.11) we get

$$
\begin{gathered}
\Phi(\Omega, u) \leq \sum_{j=1}^{m-1} \Phi\left(\left(\Omega \cap \cup_{i=1}^{m-1} A_{i}\right) \cap \Omega_{j}, u\right)+\Phi\left(\Omega \cap A_{m}, u\right) \leq \\
\quad \leq \sum_{j=1}^{m-1} \Phi\left(\Omega \cap \Omega_{j}, u\right)+\Phi\left(\Omega \cap \Omega_{m}, u\right)
\end{gathered}
$$

which proves the lemma.
Theorem 2.7.6. Let $U$ be a set of functions on $\mathbf{R}^{n}$ satisfying (2.7.1), and let $\Phi: \mathcal{A}_{0} \times U \rightarrow[0,+\infty]$ be increasing, and satisfying (2.7.2), (2.7.3), (2.7.6), and (2.7.7). Then

$$
\begin{equation*}
\Phi(\Omega, u)=\Phi_{-}(\Omega, u) \tag{2.7.10}
\end{equation*}
$$

Proof. Let $\Omega, u$ be as in (2.7.10).
If $\Phi(\Omega, u)<+\infty$ let us set $\alpha: A \in \mathcal{A}(\Omega) \mapsto \Phi(A, u) \in[0,+\infty[$. Let us observe that (2.7.6) implies the boundary subadditivity of $\alpha$. In fact, let $\Omega^{\prime}, A, B \in \mathcal{A}(\Omega)$ be such that $A \subset \subset B \subset \subset \Omega^{\prime}$, and let $\Omega_{1} \in \mathcal{A}(\Omega)$, $\Omega_{2} \in \mathcal{A}_{0}$ satisfy $A \subset \subset \Omega_{1} \subset \subset B$, and $\Omega^{\prime} \backslash \overline{\Omega_{1}} \subset \subset \Omega_{2}$. Then $\Omega^{\prime} \subset \subset \Omega_{1} \cup \Omega_{2}$, and (2.7.6), once we recall that $\alpha$ is increasing, yields

$$
\alpha\left(\Omega^{\prime}\right) \leq \alpha\left(\Omega^{\prime} \cap \Omega_{1}\right)+\alpha\left(\Omega^{\prime} \cap \Omega_{2}\right) \leq \alpha(B)+\alpha\left(\Omega^{\prime} \backslash \bar{A}\right)
$$

Because of this, and of (2.7.7), Proposition 2.6 .11 applies, and (2.7.10) follows.

If $\Phi(\Omega, u)=+\infty$ let us prove that also $\Phi_{-}(\Omega, u)=+\infty$. If this is not the case, being $\Omega$ with Lipschitz boundary, let $\left\{\Omega_{j}\right\}_{j=1, \ldots, m}$ be the open covering of $\bar{\Omega}$ given by Proposition 2.5.4. Then by Lemma 2.7.5, Proposition 2.7.4, and the increasing character of $\Phi$ we have

$$
\Phi(\Omega, u) \leq \sum_{j=1}^{m} \Phi\left(\Omega_{j} \cap \Omega, u\right)=\sum_{j=1}^{m} \Phi_{-}\left(\Omega_{j} \cap \Omega, u\right) \leq m \Phi_{-}(\Omega, u)<+\infty
$$

that contradicts our assumption.

## Chapter 3

## Minimization Methods and Variational Convergences

In the present chapter we recall the notion and the main properties of De Giorgi's $\Gamma$-convergence, introduced in the seventies to propose a framework in which settle the study of the asymptotic behaviour of families of variational problems.

In this chapter we describe the abstract features of $\Gamma$-convergence, and refer to Chapters 6 and those from 10 onwards for its applications to more concrete situations.

To properly introduce the subject, in the first section, we recall the abstract framework in which settle the study of minimization of variational problems. Then we introduce $\Gamma$-convergence theory and describe its applications to the calculus of variations. The last section is devoted to the study of a particular case of $\Gamma$-convergence: the one of relaxation.

We refer to [DG7], [DGF1], [DGF2], [DM2], and [DG6] for a more complete exposition on the subject.

## §3.1 The Direct Methods in the Calculus of Variations

In this section we briefly recall the the main notions needed in order to treat the abstract problem of the minimization of a functional over a set.

As usual, such notions will be of topological nature, and the final result will be a variant of the well celebrated Weierstrass Theorem based on the lower semicontinuity properties of the functional, and on the compactness of the set. Nevertheless, in view of applications to the study of minimization problems in $\Gamma$-convergence theory, it seems to be more natural to follow an approach based on the weaker notion of countable compactness in place of compactness.

Let $(U, \tau)$ be a topological space.

Definition 3.1.1. We say that a subset $K \subseteq U$ is countably compact if every countable open covering of $K$ has a finite subcovering.

We say that $K$ is relatively countably compact if $\bar{K}$ is countably compact.

It is clear that a compact set is countably compact, and that, in general, the converse is false. Nevertheless, it becomes true if $U$ satisfies the second countability axiom.

In general, countably compact sets, even Hausdorff, need not be closed, and the closure of a countably compact set need not be countably compact. On the other side, closed subsets of countably compact sets are again countably compact, and, provided $U$ satisfies the first countability axiom, countably compact sets are closed.

Countably compact spaces have the nice feature to enjoy the BolzanoWeierstrass property, as explained in the following result (cf. for example [Ro, Chapter 9, Proposition 7]).

Theorem 3.1.2. A subset $K$ of $U$ is countably compact if and only if for every $\left\{u_{h}\right\} \subseteq K$ the set of the cluster points of $\left\{u_{h}\right\}$ in $K$ is nonempty.

Proof. Let us first assume that $K$ is countably compact, and let $\left\{u_{h}\right\} \subseteq K$. For every $k \in \mathbf{N}$ let us set $A_{k}=U \backslash \overline{\left\{u_{h}: h \geq k\right\}}$. Then, for every $k \in \mathbf{N}$, $A_{k}$ is open, and $A_{k} \subseteq A_{k+1}$. It is clear that $\left\{A_{k}\right\}$ cannot be a covering of $K$, otherwise, by the countable compactness of $K$, it would be $K \subseteq A_{k_{0}}$ for some $k_{0} \in \mathbf{N}$, contrary to the fact that $u_{k_{0}+1} \in K \backslash A_{k_{0}}$. Because of this, $K \backslash \cup_{k=1}^{+\infty} A_{k} \neq \emptyset$. Let $u \in K \backslash \cup_{k=1}^{+\infty} A_{k} \neq \emptyset$. Then $u \in \cap_{k=1}^{+\infty} \overline{\left\{u_{h}: h \geq k\right\}}$ and, consequently, is a cluster point of $\left\{u_{h}\right\}$.

Let us assume now that for every sequence in $K$ the set of the cluster points in $K$ of the sequence is nonempty, and let $\left\{A_{h}\right\}_{h \in \mathbf{N}}$ be a countable covering of $K$. If $\left\{A_{h}\right\}_{h \in \mathbf{N}}$ has no finite subcoverings, then $K \backslash \cup_{h=1}^{k} A_{h} \neq \emptyset$ for every $k \in \mathbf{N}$. For every $k \in \mathbf{N}$ let $u_{k} \in K \backslash \cup_{h=1}^{k} A_{h}$, and let $u \in K$ be a cluster point of $\left\{u_{k}\right\}$. Then, being for every $k \in \mathbf{N}, K \backslash \cup_{h=1}^{k} A_{h}$ closed, and $K \backslash \cup_{h=1}^{k+1} A_{h} \subseteq K \backslash \cup_{h=1}^{k} A_{h}$, it turns out that $u \in \cap_{h=1}^{+\infty}\left(K \backslash \cup_{h=1}^{k} A_{h}\right)=$ $K \backslash \cup_{h=1}^{+\infty} A_{h}$, contrary to the fact that $K \backslash \cup_{h=1}^{+\infty} A_{h}=\emptyset$. This yields that $\left\{A_{h}\right\}_{h \in \mathbf{N}}$ has a finite subcovering, and therefore that $K$ is countably compact.

By using Theorem 3.1.2, it is easy to see that a relatively sequentially compact set is countably compact. The converse in false in general topological spaces, but it becomes true if $U$ satisfies the first countability axiom, or, by virtue of the Eberlein-Šmulian Theorem, if $U$ is a Banach space equipped with its weak topology.

We now come to the problem of the minimization of a function.
Definition 3.1.3. Let $F: U \rightarrow[-\infty,+\infty]$. We say that $F$ is
i) coercive if for every $\lambda \in \mathbf{R}$ there exists a compact subset $K_{\lambda}$ of $U$ such
that $\{u \in U: F(u) \leq \lambda\} \subseteq K_{\lambda}$,
ii) countably coercive if for every $\lambda \in \mathbf{R}$ there exists a countably compact subset $K_{\lambda}$ of $U$ such that $\{u \in U: F(u) \leq \lambda\} \subseteq K_{\lambda}$,
iii) strongly countably coercive if for every $\lambda \in \mathbf{R}$ there exists a closed and countably compact subset $K_{\lambda}$ of $U$ such that $\{u \in U: F(u) \leq \lambda\} \subseteq K_{\lambda}$, iv) sequentially coercive if for every $\lambda \in \mathbf{R}$ there exists a sequentially compact subset $K_{\lambda}$ of $U$ such that $\{u \in U: F(u) \leq \lambda\} \subseteq K_{\lambda}$
v) strongly sequentially coercive if for every $\lambda \in \mathbf{R}$ there exists a closed and sequentially compact subset $K_{\lambda}$ of $U$ such that $\{u \in U: F(u) \leq \lambda\} \subseteq K_{\lambda}$.

We can state now the main result on the minimization of a functional over a set.

Theorem 3.1.4. Let $F: U \rightarrow[-\infty,+\infty]$ be lower semicontinuous and countably coercive (respectively lower semicontinuous and coercive, sequentially lower semicontinuous and sequentially coercive). Then $F$ has a minimum in $U$.

Proof. We deal only with the non-sequential case, the proof for the others being similar with the obvious changes.

If $F$ is identically equal to $+\infty$, the proof is obvious.
If not, let $\left\{\lambda_{h}\right\} \subseteq \mathbf{R}$ be strictly decreasing and such that $\lim _{h \rightarrow+\infty} \lambda_{h}=$ $\inf _{U} F$, and let $\left\{u_{h}\right\} \subseteq U$ satisfy $F\left(u_{h}\right) \leq \lambda_{h}$ for every $h \in \mathbf{N}$.

Since $\left\{u_{h}\right\} \subseteq\left\{v \in U: F(v) \leq \lambda_{1}\right\}$, the countable coerciveness of $F$ and Theorem 3.1.2 yield a cluster point $u \in U$ of $\left\{u_{h}\right\}$. Therefore (0.1) applies, and we get

$$
\inf _{U} F \leq F(u) \leq \limsup _{h \rightarrow+\infty} F\left(u_{h}\right) \leq \lim _{h \rightarrow+\infty} \lambda_{h}=\inf _{U} F
$$

from which we conclude that $u$ is a minimizer of $F$.
Remark 3.1.5. It is worth while to remark that the part of Theorem 3.1.4 dealing with countable coerciveness still holds by replacing the lower semicontinuity assumption on $F$ with the condition expressed by (0.1). It is easy to verify that the lower semicontinuity of $F$ implies (0.1), and that (0.1) implies the sequential lower semicontinuity of $F$.

From Theorem 3.1.4 we deduce the following corollaries in the case of Banach spaces.

Theorem 3.1.6. Let $W$ be a reflexive Banach space, $X \subseteq W$, and $F: X \rightarrow$ $[-\infty,+\infty]$. Assume that $X$ is convex and closed, that $F$ is convex and $W$ lower semicontinuous, and that, if $X$ is not bounded,

$$
\lim _{\|u\| \rightarrow+\infty} F(u)=+\infty
$$

Then $F$ has a minimum in $X$.
Proof. Let $\widehat{F}$ be defined as

$$
\widehat{F}: u \in W \mapsto\left\{\begin{array}{ll}
F(u) & \text { if } u \in X \\
+\infty & \text { if } u \in W
\end{array} \backslash X\right.
$$

then $\widehat{F}$ turns out to be convex and lower semicontinuous. Consequently, by Theorem 1.1.13, it results to be also weak- $W$-lower semicontinuous.

Then, by using such property, and the assumption on the behaviour of $F$ at infinity if $X$ is not bounded, it follows that for every $\lambda \in \mathbf{R}$ the set $\{u \in W: \widehat{F}(u) \leq \lambda\}$ is bounded and closed in the weak- $W$ topology. Consequently, by the Bourbaki-Kakutani-Šmulian Theorem, it is also compact in the same topology, and the coerciveness of $\widehat{F}$ in the weak- $W$ topology too follows.

Because of this, Theorem 3.1.4 applies to $\widehat{F}$, and we conclude that $\widehat{F}$ has a minimum in $W$. This trivially implies that $F$ has a minimum in $X$, and concludes the proof.

The results below deal with the case in which the functionals are defined in a subset of a dual space.

Theorem 3.1.7. Let $W$ be a Banach space, $X \subseteq W^{\prime}$, and $F: X \rightarrow$ $[-\infty,+\infty]$. Assume that $X$ is closed in the weak*- $W^{\prime}$ topology, that $F$ is weak*- $W^{\prime}$-lower semicontinuous, and that, if $X$ is not bounded,

$$
\lim _{\|y\| \rightarrow+\infty} F(y)=+\infty
$$

Then $F$ has a minimum in $X$.
Proof. Let $\widehat{F}$ be defined as

$$
\widehat{F}: y \in W^{\prime} \mapsto \begin{cases}F(y) & \text { if } y \in X \\ +\infty & \text { if } y \in W^{\prime} \backslash X\end{cases}
$$

Then, as in the proof of Theorem 3.1.6, by using the closure properties of $X$, and the lower semicontinuity ones of $F$, the lower semicontinuity of $\widehat{F}$ in the weak*- $W^{\prime}$ topology follows. Moreover, by using the assumption on the behaviour of $F$ at infinity if $X$ is not bounded, it follows that for every $\lambda \in \mathbf{R}$ the set $\left\{y \in W^{\prime}: \widehat{F}(y) \leq \lambda\right\}$ is bounded and closed in the weak*- $W^{\prime}$ topology. Consequently, by Alaoglu's theorem, it is also compact in the same topology, and the coerciveness of $\widehat{F}$ in the weak*- $W^{\prime}$ topology follows.

Because of this, Theorem 3.1.4 applies to $\widehat{F}$, and we conclude that $\widehat{F}$ has a minimum in $W^{\prime}$. This trivially implies that $F$ has a minimum in $X$, and concludes the proof.

Theorem 3.1.8. Let $W$ be a separable Banach space, $X \subseteq W^{\prime}$, and $F: X \rightarrow[-\infty,+\infty]$. Assume that $X$ is convex and sequentially closed in the weak ${ }^{*}-W^{\prime}$ topology, that $F$ is convex and sequentially weak*- $W^{\prime}$-lower semicontinuous, and that, if $X$ is not bounded,

$$
\lim _{\|y\| \rightarrow+\infty} F(y)=+\infty
$$

Then $F$ has a minimum in $X$.
Proof. First of all, we observe that Theorem 1.1.4 yields the closure of $X$ in the weak ${ }^{*}-W^{\prime}$ topology.

Let $\widehat{F}$ be defined as in the proof of Theorem 3.1.7, then, by the properties of $X$ and $F$, and by Theorem 1.1.14, it follows that $\widehat{F}$, and consequently $F$, are weak*- $W^{\prime}$-lower semicontinuous.

Therefore, Theorem 3.1.7 applies, and the proof follows.

## §3.2 $\Gamma$-Convergence

In the following, specially in view of the applications that we are going to develop, we will need to utilize a notion of variational convergence slightly more general of the usual one of $\Gamma$-convergence for sequences of functionals. It is the notion of multiple $\Gamma$-limit introduced in [DG5], and [DG6].

We need it since we are going to work with families of functionals depending on parameters that can be also real numbers varying in an interval.

Let $(U, \tau)$ be a topological space.
Definition 3.2.1. Let $E \subseteq[-\infty,+\infty], \varepsilon_{0} \in \bar{E}$, and let, for every $\varepsilon \in E$, $F_{\varepsilon}: U \rightarrow[-\infty,+\infty]$. We define the $\Gamma^{-}(\tau)$-lower limit, and the $\Gamma^{-}(\tau)$-upper limit of $\left\{F_{\varepsilon}\right\}_{\varepsilon \in E}$ as $\varepsilon$ goes to $\varepsilon_{0}$ as the functionals defined by

$$
\begin{aligned}
& \Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}: u \in U \mapsto \sup _{I \in \mathcal{N}(u)} \liminf _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in I} F_{\varepsilon}(v), \\
& \Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}: u \in U \mapsto \sup _{I \in \mathcal{N}(u)} \limsup _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in I} F_{\varepsilon}(v) .
\end{aligned}
$$

If in $u \in U$ it results

$$
\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)=\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)
$$

we say that the family $\left\{F_{\varepsilon}\right\}_{e \in E} \Gamma^{-}(\tau)$-converges in $u$ as $\varepsilon$ goes to $\varepsilon_{0}$, and we define the $\Gamma^{-}(\tau)$-limit in $u$ of $\left\{F_{\varepsilon}\right\}_{\varepsilon \in E}$ as $\varepsilon$ goes to $\varepsilon_{0}$ by

$$
\Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)=\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)=\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)
$$

When $E=\mathbf{N}$ we always take $\varepsilon_{0}=+\infty$. In this case the above definitions reduce to the usual ones of $\Gamma$-upper limit, $\Gamma$-lower limit, and $\Gamma$-limit of a sequence of functionals proposed in [DGF1]. As usual in this case, we write " $\Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{h}$ " in place of " $\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow+\infty} F_{\varepsilon}$," and use analogous notations for the remaining limits.

We observe explicitly that the $\Gamma^{-}(\tau)$-lower limit, and the $\Gamma^{-}(\tau)$-upper limit of $\left\{F_{\varepsilon}\right\}_{\varepsilon \in E}$ as $\varepsilon$ goes to $\varepsilon_{0}$ exist for every $u \in U$.

It is clear that

$$
\begin{equation*}
\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u) \leq \Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u) \text { for every } u \in U \tag{3.2.1}
\end{equation*}
$$

and that, if $\tau^{\prime}$ is another topology on $U$, finer than $\tau$, it results that

$$
\begin{gathered}
\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u) \leq \Gamma^{-}\left(\tau^{\prime}\right) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u) \\
\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u) \leq \Gamma^{-}\left(\tau^{\prime}\right) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)
\end{gathered}
$$

$$
\text { for every } u \in U
$$

$\Gamma$-limits turn out to be stable with respect to continuous perturbations, as proved by the following result.

Proposition 3.2.2. Let $E \subseteq[-\infty,+\infty], \varepsilon_{0} \in \bar{E}$, and let, for every $\varepsilon \in E$, $F_{\varepsilon}: U \rightarrow[-\infty,+\infty]$, and $G: U \rightarrow \mathbf{R}$. Assume that $G$ is continuous. Then

$$
\begin{gathered}
\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}}\left(F_{\varepsilon}+G\right)(u)=\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)+G(u) \\
\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}}\left(F_{\varepsilon}+G\right)(u)=\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)+G(u) \\
\text { for every } u \in U .
\end{gathered}
$$

Proof. We prove only the second equality, the proof of the first one being analogous.

Let $u \in U$. Let us fix $I_{0} \in \mathcal{N}(u)$, and let us observe that

$$
\begin{aligned}
\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}}\left(F_{\varepsilon}+G\right)(u) & =\sup _{I \in \mathcal{N}(u), I \subseteq I_{0}} \limsup _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in I}\left(F_{\varepsilon}+G\right)(v) \\
\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u) & =\sup _{I \in \mathcal{N}(u), I \subseteq I_{0}} \limsup _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in I} F_{\varepsilon}(v)
\end{aligned}
$$

Then we have that
$\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}}\left(F_{\varepsilon}+G\right)(u) \geq \sup _{I \in \mathcal{N}(u), I \subseteq I_{0}} \limsup _{\varepsilon \rightarrow \varepsilon_{0}}\left\{\inf _{v \in I} F_{\varepsilon}(v)+\inf _{v \in I} G(v)\right\} \geq$

$$
\begin{gathered}
\geq \sup _{I \in \mathcal{N}(u), I \subseteq I_{0}} \limsup _{\varepsilon \rightarrow \varepsilon_{0}}\left\{\inf _{v \in I} F_{\varepsilon}(v)+\inf _{v \in I_{0}} G(v)\right\}= \\
=\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)+\inf _{v \in I_{0}} G(v) \text { for every } I_{0} \in \mathcal{N}(u) .
\end{gathered}
$$

Because of this, and by taking into account also the continuity of $G$, we conclude that

$$
\begin{equation*}
\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}}\left(F_{\varepsilon}+G\right)(u) \geq \tag{3.2.2}
\end{equation*}
$$

$\geq \Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)+\sup _{I_{0} \in \mathcal{N}(u)} \inf _{v \in I_{0}} G(v)=\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)+G(u)$.
In order to prove the reverse inequality, let $u \in U$. Let us take $I_{0} \in$ $\mathcal{N}(u)$. Then

$$
\begin{gathered}
\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}}\left(F_{\varepsilon}+G\right)(u) \leq \sup _{I \in \mathcal{N}(u), I \subseteq I_{0}} \limsup _{\varepsilon \rightarrow \varepsilon_{0}}\left\{\inf _{v \in I} F_{\varepsilon}(v)+\sup _{v \in I} G(v)\right\} \leq \\
\quad \leq \sup _{I \in \mathcal{N}(u), I \subseteq I_{0}} \limsup _{\varepsilon \rightarrow \varepsilon_{0}}\left\{\inf _{v \in I} F_{\varepsilon}(v)+\sup _{v \in I_{0}} G(v)\right\}= \\
=\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)+\sup _{v \in I_{0}} G(v) \text { for every } I_{0} \in \mathcal{N}(u),
\end{gathered}
$$

from which, taking into account also the continuity of $G$, we conclude that

$$
\begin{equation*}
\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}}\left(F_{\varepsilon}+G\right)(u) \leq \tag{3.2.3}
\end{equation*}
$$

$$
\leq \Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)+\inf _{I_{0} \in \mathcal{N}(u)} \sup _{v \in I_{0}} G(v)=\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)+G(u)
$$

By (3.2.2), and (3.2.3) the proof follows.
It is clear that, if $\left\{\varepsilon_{h}\right\} \subseteq E$ is such that $\varepsilon_{h} \rightarrow \varepsilon_{0}$, then, by using also (3.2.1), it follows that

$$
\begin{equation*}
\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u) \leq \Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{\varepsilon_{h}}(u) \leq \tag{3.2.4}
\end{equation*}
$$

$\leq \Gamma^{-}(\tau) \limsup _{h \rightarrow+\infty} F_{\varepsilon_{h}}(u) \leq \Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)$ for every $u \in U$.
In particular, when $E=\mathbf{N}, \varepsilon_{0}=+\infty$, and $\left\{h_{k}\right\} \subseteq \mathbf{N}$ diverges, it results

$$
\begin{equation*}
\Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{h}(u) \leq \Gamma^{-}(\tau) \liminf _{k \rightarrow+\infty} F_{h_{k}}(u) \leq \tag{3.2.5}
\end{equation*}
$$

$\leq \Gamma^{-}(\tau) \limsup _{k \rightarrow+\infty} F_{h_{k}}(u) \leq \Gamma^{-}(\tau) \limsup _{h \rightarrow+\infty} F_{h}(u)$ for every $u \in U$.
The $\Gamma^{-}$-upper limit of a family of functionals $\left\{F_{\varepsilon}\right\}_{\varepsilon \in E}$ can be characterized by means of the $\Gamma^{-}$-upper limits of sequences in $\left\{F_{\varepsilon}\right\}_{\varepsilon \in E}$.

Proposition 3.2.3. Let $E \subseteq[-\infty,+\infty], \varepsilon_{0} \in \bar{E}$, and let, for every $\varepsilon \in E$, $F_{\varepsilon}: U \rightarrow[-\infty,+\infty]$. Then

$$
\begin{gathered}
\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)= \\
=\sup \left\{\Gamma^{-}(\tau) \limsup _{h \rightarrow+\infty} F_{\varepsilon_{h}}(u):\left\{\varepsilon_{h}\right\} \subseteq E, \varepsilon_{h} \rightarrow \varepsilon_{0}\right\} \text { for every } u \in U
\end{gathered}
$$

Proof. Let $u \in U$. Then obviously

$$
\begin{gather*}
\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u) \geq  \tag{3.2.6}\\
=\sup \left\{\Gamma^{-}(\tau) \limsup _{h \rightarrow+\infty} F_{\varepsilon_{h}}(u):\left\{\varepsilon_{h}\right\} \subseteq E, \varepsilon_{h} \rightarrow \varepsilon_{0}\right\} .
\end{gather*}
$$

Let now $I_{0} \in \mathcal{N}(u)$, and $\left\{\varepsilon_{0, h}\right\} \subseteq E$ with $\varepsilon_{0, h} \rightarrow \varepsilon_{0}$ be such that $\limsup _{h \rightarrow+\infty} \inf _{v \in I_{0}} F_{\varepsilon_{0, h}}(v)=\limsup _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in I_{0}} F_{\varepsilon}(v)$. Then it is clear that

$$
\begin{aligned}
& \quad \limsup _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in I_{0}} F_{\varepsilon}(v) \leq \sup _{I \in \mathcal{N}(u)} \limsup _{h \rightarrow+\infty} \inf _{v \in I} F_{\varepsilon_{0, h}}(v) \leq \\
& \leq \sup \left\{\Gamma^{-}(\tau) \limsup _{h \rightarrow+\infty} F_{\varepsilon_{h}}(u):\left\{\varepsilon_{h}\right\} \subseteq E, \varepsilon_{h} \rightarrow \varepsilon_{0}\right\},
\end{aligned}
$$

from which, together with (3.2.6), the proof follows.
When $(U, \tau)$ satisfies the first countability axiom, the following sequential characterization of $\Gamma$-limits holds.

Proposition 3.2.4. Assume that $(U, \tau)$ satisfies the first countability axiom. For every $h \in \mathbf{N}$ let $F_{h}: U \rightarrow[-\infty,+\infty]$. Then

$$
\begin{gathered}
\Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{h}(u)=\min \left\{\liminf _{h \rightarrow+\infty} F_{h}\left(v_{h}\right): v_{h} \rightarrow u\right\}, \\
\Gamma^{-}(\tau) \limsup _{h \rightarrow+\infty} F_{h}(u)=\min \left\{\limsup _{h \rightarrow+\infty} F_{h}\left(v_{h}\right): v_{h} \rightarrow u\right\} \\
\text { for every } u \in U .
\end{gathered}
$$

Proof. Let $u \in U$. Let us preliminarily observe that, since for every $I \in \mathcal{N}(u)$, and every $\left\{v_{h}\right\} \subseteq U$ such that $v_{h} \rightarrow u$ it results that $v_{h} \in I$ definitively, it turns out that

$$
\begin{equation*}
\Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{h}(u) \leq \inf \left\{\liminf _{h \rightarrow+\infty} F_{h}\left(v_{h}\right): v_{h} \rightarrow u\right\} \tag{3.2.7}
\end{equation*}
$$

In order to prove the reverse inequality, it is not restrictive to assume that $\Gamma^{-}(\tau) \lim _{\inf }^{h \rightarrow+\infty} F_{h}(u)<+\infty$. Let $\left\{\lambda_{k}\right\} \subseteq \mathbf{R}$ be strictly decreasing, and such that $\lim _{k \rightarrow+\infty} \lambda_{k}=\Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{h}(u)$, and let $I_{1} \supseteq I_{2} \supseteq$ $\ldots \supseteq I_{k} \supseteq \ldots$ be a countable basis of neighborhoods at $u$. Then, since clearly

$$
\Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{h}(u) \geq \liminf _{h \rightarrow+\infty} \inf _{v \in I_{k}} F_{h}(v) \text { for every } k \in \mathbf{N},
$$

we can find $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing satisfying $\lambda_{k}>\inf _{v \in I_{k}} F_{h_{k}}(v)$ for every $k \in \mathbf{N}$ and, consequently, $\left\{v_{k}\right\} \subseteq U$, such that $v_{k} \in I_{k}$ and $\lambda_{k}>F_{h_{k}}\left(v_{k}\right)$ for every $k \in \mathbf{N}$.

We now set $h_{0}=0$, and define a sequence $\left\{u_{m}\right\}$ by setting $u_{m}=v_{k}$ whenever $h_{k-1}<m \leq h_{k}$ for some $k \in \mathbf{N}$. Then $u_{m} \rightarrow u, u_{h_{k}}=v_{k}$ for every $k \in \mathbf{N}$, and

$$
\begin{equation*}
\Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{h}(u) \geq \liminf _{k \rightarrow+\infty} F_{h_{k}}\left(u_{h_{k}}\right) \geq \liminf _{h \rightarrow+\infty} F_{h}\left(u_{h}\right) . \tag{3.2.8}
\end{equation*}
$$

By (3.2.7), and (3.2.8) the first part of the proposition follows.
In order to prove the remaining one, we take $u \in U$ and, as before, we observe that

$$
\begin{equation*}
\Gamma^{-}(\tau) \limsup _{h \rightarrow+\infty} F_{h}(u) \leq \inf \left\{\limsup _{h \rightarrow+\infty} F_{h}\left(v_{h}\right): v_{h} \rightarrow u\right\} . \tag{3.2.9}
\end{equation*}
$$

To prove the reverse inequality, it is not restrictive to assume that $\Gamma^{-}(\tau) \lim \sup _{h \rightarrow+\infty} F_{h}(u)<+\infty$. Let $\left\{\lambda_{k}\right\} \subseteq \mathbf{R}$ be strictly decreasing, and such that $\lim _{k \rightarrow+\infty} \lambda_{k}=\Gamma^{-}(\tau) \lim \sup _{h \rightarrow+\infty} F_{h}(u)$, and let $\left\{I_{k}\right\}$ be as before. Then, since clearly

$$
\Gamma^{-}(\tau) \limsup _{h \rightarrow+\infty} F_{h}(u) \geq \limsup _{h \rightarrow+\infty} \inf _{v \in I_{k}} F_{h}(v) \text { for every } k \in \mathbf{N},
$$

we can find $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing satisfying $\lambda_{k}>\inf _{v \in I_{k}} F_{h}(v)$ for every $k \in \mathbf{N}$ and $h \geq h_{k}$. Because of this, for every $k \in \mathbf{N}$ we can find $\left\{v_{k, h}\right\}_{h \in \mathbf{N}} \subseteq I_{k}$ such that $\lambda_{k}>F_{h}\left(v_{k, h}\right)$ for every $h \geq h_{k}$.

We now take $u_{1}, \ldots, u_{h_{1}-1} \in U$, and set $u_{m}=v_{k, m}$ whenever $h_{k} \leq$ $m<h_{k+1}$ for some $k \in \mathbf{N}$. Then $u_{m} \rightarrow u, \lambda_{k}>F_{h}\left(u_{h}\right)$ for every $k \in \mathbf{N}$ and $h_{k} \leq h<h_{k+1}$, and

$$
\begin{equation*}
\Gamma^{-}(\tau) \limsup _{h \rightarrow+\infty} F_{h}(u) \geq \limsup _{k \rightarrow+\infty} F_{h}\left(u_{h}\right) . \tag{3.2.10}
\end{equation*}
$$

By (3.2.9), and (3.2.10) also the last part of the proposition follows.
It is worth while to observe explicitly that Proposition 3.2.4, when $(U, \tau)$ satisfies the first countability axiom, and, for every $h \in \mathbf{N}, F_{h}: U \rightarrow$
$[-\infty,+\infty]$, yields that for every $u \in U$, and for every $\left\{v_{h}\right\} \subseteq U$ such that $v_{h} \rightarrow u$ it results

$$
\Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{h}(u) \leq \liminf _{h \rightarrow+\infty} F_{h}\left(v_{h}\right),
$$

and that for every $u \in U$ there exists $\left\{u_{h}\right\} \subseteq U$ such that $u_{h} \rightarrow u$, and

$$
\Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{h}(u) \geq \liminf _{h \rightarrow+\infty} F_{h}\left(u_{h}\right) .
$$

Analogously, for every $u \in U$, and for every $\left\{v_{h}\right\} \subseteq U$ such that $v_{h} \rightarrow u$ it results

$$
\Gamma^{-}(\tau) \limsup _{h \rightarrow+\infty} F_{h}(u) \leq \limsup _{h \rightarrow+\infty} F_{h}\left(v_{h}\right),
$$

and for every $u \in U$ there exists $\left\{u_{h}\right\} \subseteq U$ such that $u_{h} \rightarrow u$, and

$$
\Gamma^{-}(\tau) \limsup _{h \rightarrow+\infty} F_{h}(u) \geq \limsup _{h \rightarrow+\infty} F_{h}\left(u_{h}\right) .
$$

Proposition 3.2.5. Assume that $(U, \tau)$ satisfies the first countability axiom. For every $h \in \mathbf{N}$ let $F_{h}: U \rightarrow[-\infty,+\infty], u \in U$, and $\lambda \in[-\infty,+\infty]$. Then

$$
\begin{equation*}
\lambda=\Gamma^{-}(\tau) \lim _{h \rightarrow+\infty} F_{h}(u) \tag{3.2.11}
\end{equation*}
$$

if and only if for every $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing
there exists $\left\{h_{k_{j}}\right\} \subseteq\left\{h_{k}\right\}$ such that $\lambda=\Gamma^{-}(\tau) \lim _{j \rightarrow+\infty} F_{h_{k_{j}}}(u)$.
Proof. By (3.2.5) it immediately follows that (3.2.11) implies (3.2.12) (actually with $\left\{h_{k_{j}}\right\}=\left\{h_{k}\right\}$ ).

Let us assume now that (3.2.12) is fulfilled. Let us prove that (3.2.11) holds.

By Proposition 3.2.4, we can find $\left\{u_{h}\right\} \subseteq U$ such that $u_{h} \rightarrow u$ and $\Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{h}(u)=\liminf _{h \rightarrow+\infty} F_{h}\left(u_{h}\right)$, and let $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing satisfy $\Gamma^{-}(\tau) \lim \inf _{h \rightarrow+\infty} F_{h}(u)=\lim \sup _{k \rightarrow+\infty} F_{h_{k}}\left(u_{h_{k}}\right)$. Let $\left\{h_{k_{j}}\right\} \subseteq\left\{h_{k}\right\}$ be given by (3.2.12). Then

$$
\begin{align*}
& \Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{h}(u) \geq \Gamma^{-}(\tau) \limsup _{k \rightarrow+\infty} F_{h_{k}}(u) \geq  \tag{3.2.13}\\
& \quad \geq \Gamma^{-}(\tau) \limsup _{j \rightarrow+\infty} F_{h_{k_{j}}}(u)=\lambda
\end{align*}
$$

If we now assume by contradiction that $\lambda<\Gamma^{-}(\tau) \limsup _{h \rightarrow+\infty} F_{h}(u)$, let $I \in \mathcal{N}(u)$ be such that $\lambda<\lim \sup _{h \rightarrow+\infty} \inf _{v \in I} F_{h}(v)$, and take $\left\{h_{k}\right\} \subseteq$ $\mathbf{N}$ strictly increasing satisfying $\lim \sup _{h \rightarrow+\infty} \inf _{v \in I} F_{h}(v)=\lim \inf _{k \rightarrow+\infty}$ $\inf _{v \in I} F_{h_{k}}(v)$. Let $\left\{h_{k_{j}}\right\} \subseteq\left\{h_{k}\right\}$ be given by (3.2.12). Then

$$
\lambda<\Gamma^{-}(\tau) \liminf _{k \rightarrow+\infty} F_{h_{k}}(u) \leq \Gamma^{-}(\tau) \liminf _{j \rightarrow+\infty} F_{h_{k_{j}}}(u)=\lambda,
$$

thus getting a contradiction. Therefore

$$
\begin{equation*}
\Gamma^{-}(\tau) \limsup _{h \rightarrow+\infty} F_{h}(u) \leq \lambda . \tag{3.2.14}
\end{equation*}
$$

By (3.2.13), and (3.2.14) equality (3.2.11) follows.
Proposition 3.2.6. Let $(U, \tau)$ satisfy the first countability axiom. Let $E \subseteq[-\infty,+\infty], \varepsilon_{0} \in \bar{E}$, and let, for every $\varepsilon \in E, F_{\varepsilon}: U \rightarrow[-\infty,+\infty]$. Then

$$
\begin{gathered}
\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)= \\
=\min \left\{\Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{\varepsilon_{h}}(u):\left\{\varepsilon_{h}\right\} \subseteq E, \varepsilon_{h} \rightarrow \varepsilon_{0}\right\} \text { for every } u \in U .
\end{gathered}
$$

Proof. Let $u \in U$. Then, by (3.2.4), it is clear that

$$
\begin{gather*}
\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u) \leq  \tag{3.2.15}\\
\leq \inf \left\{\Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{\varepsilon_{h}}(u):\left\{\varepsilon_{h}\right\} \subseteq E, \varepsilon_{h} \rightarrow \varepsilon_{0}\right\} .
\end{gather*}
$$

To prove the reverse inequality, we assume that $\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)$ $<+\infty$. Let $\left\{\lambda_{k}\right\} \subseteq \mathbf{R}$ be strictly decreasing, and such that $\lim _{k \rightarrow+\infty} \lambda_{k}=$ $\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)$, and let $\left\{I_{k}\right\}$ be as in the proof of Proposition 3.2.4. Then, since clearly

$$
\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u) \geq \liminf _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in I_{k}} F_{\varepsilon}(v) \text { for every } k \in \mathbf{N},
$$

we can find $\left\{\varepsilon_{k}\right\} \subseteq E$ satisfying $\varepsilon_{k} \rightarrow \varepsilon_{0}$, and $\lambda_{k}>\inf _{v \in I_{k}} F_{\varepsilon_{k}}(v)$ for every $k \in \mathbf{N}$. Consequently, there exists $\left\{v_{k}\right\} \subseteq U$, such that $v_{k} \in I_{k}$ and $\lambda_{k}>F_{\varepsilon_{k}}\left(v_{k}\right)$ for every $k \in \mathbf{N}$.

It is clear that $u_{k} \rightarrow u$, therefore, by Proposition 3.2.4, it follows that

$$
\begin{equation*}
\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u) \geq \liminf _{k \rightarrow+\infty} F_{\varepsilon_{k}}\left(v_{k}\right) \geq \Gamma^{-} \liminf _{h \rightarrow+\infty} F_{\varepsilon_{k}}(u) . \tag{3.2.16}
\end{equation*}
$$

By (3.2.15), and (3.2.16) the proof follows.
Finally, we prove that $\Gamma$-convergence has nice compactness properties.

Theorem 3.2.7. Assume that $(U, \tau)$ has a countable base of open sets. For every $h \in \mathbf{N}$ let $F_{h}: U \rightarrow[-\infty,+\infty]$. Then there exists $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing for which the limit $\Gamma^{-}(\tau) \lim _{k \rightarrow+\infty} F_{h_{k}}(u)$ exists for every $u \in U$.

Proof. Let $\left\{A_{m}\right\}$ be a countable base of open sets for $\tau$.
Let $\left\{h_{k}^{1}\right\} \subseteq \mathbf{N}$ be strictly increasing and such that the $\operatorname{limit}^{\lim }{ }_{k \rightarrow+\infty}$ $\inf _{v \in A_{1}} F_{h_{k}^{1}}(v)$ exists. For every $m \in \mathbf{N}$ let us choose $\left\{h_{k}^{m+1}\right\} \subseteq\left\{h_{k}^{m}\right\}$ for which the limit $\lim _{k \rightarrow+\infty} \inf _{v \in A_{m+1}} F_{h_{k}^{m+1}}(v)$ exists.

We now apply the classical diagonalization argument, and set, for every $k \in \mathbf{N}, h_{k}=h_{k}^{k}$. Then it turns out that the limit $\lim _{k \rightarrow+\infty} \inf _{v \in A_{m}} F_{h_{k}}(v)$ exists for every $m \in \mathbf{N}$. Because of this, we conclude that

$$
\begin{gathered}
\Gamma^{-}(\tau) \liminf _{k \rightarrow+\infty} F_{h_{k}}(u)=\sup _{I \in \mathcal{N}(u) \cap\left\{A_{m}\right\}} \liminf _{k \rightarrow+\infty} \inf _{v \in I} F_{h_{k}}(v)= \\
=\sup _{I \in \mathcal{N}(u) \cap\left\{A_{m}\right\}} \limsup _{k \rightarrow+\infty} \inf _{v \in I} F_{h_{k}}(v)=\Gamma^{-}(\tau) \limsup _{k \rightarrow+\infty} F_{h_{k}}(u) \text { for every } u \in U,
\end{gathered}
$$

from which the proof follows.

## §3.3 Applications to the Calculus of Variations

In the present section we establish the results on the asymptotic behaviour of minima, and of minimum values of families of functionals defined on the same space.

Let $(U, \tau)$ be a topological space.
Lemma 3.3.1. Let $\alpha: \tau \rightarrow[-\infty,+\infty]$. Then the function

$$
u \in U \mapsto \sup _{I \in \mathcal{N}(u)} \alpha(I)
$$

is lower semicontinuous.
Proof. Let us observe that for every $c \in \mathbf{R}$, and every $u \in\{v \in U$ : $\left.\sup _{I \in \mathcal{N}(v)} \alpha(I)>c\right\}$ there exists $I_{c} \in \mathcal{N}(u)$ such that $\alpha\left(I_{c}\right)>c$. Consequently $\sup _{I \in \mathcal{N}(v)} \alpha(I)>c$ for every $v \in I_{c}$, and the set $\{v \in U$ : $\left.\sup _{I \in \mathcal{N}(v)} \alpha(I)>c\right\}$ turns out to be open.

Proposition 3.3.2. Let $E \subseteq[-\infty,+\infty], \varepsilon_{0} \in \bar{E}$, and let, for every $\varepsilon \in$ $E, F_{\varepsilon}: U \rightarrow[-\infty,+\infty]$. Then the functionals $\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ and $\Gamma^{-}(\tau) \lim \sup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ are lower semicontinuous on $U$.

Proof. Follows from Lemma 3.3.1 applied to $\alpha: A \in \tau \mapsto \liminf _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in A}$ $F_{\varepsilon}(v)$, and to $\alpha: A \in \tau \mapsto \lim \sup _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in A} F_{\varepsilon}(v)$.

Lemma 3.3.3. Let $E \subseteq[-\infty,+\infty], \varepsilon_{0} \in \bar{E}$, and let, for every $\varepsilon \in E$, $F_{\varepsilon}: U \rightarrow[-\infty,+\infty]$. Let $A \in \tau$. Then

$$
\begin{gathered}
\inf _{u \in A} \Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u) \geq \liminf _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{u \in A} F_{\varepsilon}(u), \\
\inf _{u \in A} \Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u) \geq \limsup _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{u \in A} F_{\varepsilon}(u) \\
\text { for every } u \in U .
\end{gathered}
$$

Proof. Let $u \in U$. Then we have that

$$
\begin{gathered}
\inf _{u \in A} \Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)=\inf _{u \in A} \sup _{I \in \mathcal{N}(u)} \liminf _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in I} F_{\varepsilon}(v) \geq \\
\geq \inf _{u \in A} \liminf _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in A} F_{\varepsilon}(v)=\liminf _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{u \in A} F_{\varepsilon}(u) .
\end{gathered}
$$

The proof of the second inequality is similar.
Let $E \subseteq[-\infty,+\infty], \varepsilon_{0} \in \bar{E},\left\{u_{\varepsilon}\right\}_{\varepsilon \in E} \subseteq U$, and $u \in U$. We say that $u$ is a cluster point of $\left\{u_{\varepsilon}\right\}_{\varepsilon \in E}$ as $\varepsilon \rightarrow \varepsilon_{0}$ if for every $I \in \mathcal{N}(u)$, and every neighborhood $O$ of $\varepsilon_{0}$ there exists $\varepsilon \in E \cap O$ such that $u_{\varepsilon} \in I$.

Lemma 3.3.4. Let $E \subseteq[-\infty,+\infty], \varepsilon_{0} \in \bar{E}$, and let, for every $\varepsilon \in E$, $F_{\varepsilon}: U \rightarrow[-\infty,+\infty]$. Let $\left\{u_{\varepsilon}\right\}_{\varepsilon \in E} \subseteq U$, and $u$ be a cluster point of $\left\{u_{\varepsilon}\right\}_{\varepsilon \in E}$ as $\varepsilon \rightarrow \varepsilon_{0}$. Then

$$
\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u) \leq \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}\left(u_{\varepsilon}\right) .
$$

Proof. Let $I \in \mathcal{N}(u)$. Let us prove that

$$
\liminf _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in I} F_{\varepsilon}(u) \leq \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}\left(u_{\varepsilon}\right) .
$$

This will imply the lemma.
To do this, it is sufficient to note that for every neighborhood $O$ of $\varepsilon_{0}$ there exists $\eta \in E \cap O$ such that $u_{\eta} \in I$, and, consequently, such that $\inf _{v \in I} F_{\eta}(v) \leq F_{\eta}\left(u_{\eta}\right)$.

Proposition 3.3.5. Let $E \subseteq[-\infty,+\infty], \varepsilon_{0} \in \bar{E}$, and let, for every $\varepsilon \in E, F_{\varepsilon}: U \rightarrow[-\infty,+\infty]$. Let $K \subseteq U$ be countably compact. Then $\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ attains its minimum on $K$, and

$$
\min _{u \in K} \Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u) \leq \liminf _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{u \in K} F_{\varepsilon}(u) .
$$

Proof. The existence of the minimum in $K$ of $\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ follows from Proposition 3.3.2, and Theorem 3.1.4.

Let $\left\{\varepsilon_{h}\right\} \subseteq E$ be such that

$$
\begin{equation*}
\lim _{h \rightarrow+\infty} \inf _{u \in K} F_{\varepsilon_{h}}(u)=\liminf _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{u \in K} F_{\varepsilon}(u) \tag{3.3.1}
\end{equation*}
$$

and let $\left\{u_{h}\right\} \subseteq K$ satisfy

$$
\begin{equation*}
\lim _{h \rightarrow+\infty} F_{\varepsilon_{h}}\left(u_{h}\right)=\lim _{h \rightarrow+\infty} \inf _{u \in K} F_{\varepsilon_{h}}(u) \tag{3.3.2}
\end{equation*}
$$

Since $K$ is countably compact, Theorem 3.1.2 yields the existence of a cluster point of $\left\{u_{h}\right\}$, say $u$, in $K$. Consequently, by (3.2.4), Lemma 3.3.4, (3.3.2), and (3.3.1) we conclude that

$$
\begin{gathered}
\min _{v \in K} \Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(v) \leq \Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u) \leq \Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{\varepsilon_{h}}(u) \leq \\
\leq \limsup _{h \rightarrow+\infty} F_{\varepsilon_{h}}\left(u_{h}\right)=\lim _{h \rightarrow+\infty} \inf _{u \in K} F_{\varepsilon_{h}}(u)=\liminf _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{u \in K} F_{\varepsilon}(u),
\end{gathered}
$$

which proves the proposition.
We can now prove the results on the convergence of minima and of minimizers.

Definition 3.3.6. Let $E \subseteq[-\infty,+\infty]$, and let, for every $\varepsilon \in E, F_{\varepsilon}: U \rightarrow$ $[-\infty,+\infty]$. We say that the functionals $\left\{F_{\varepsilon}\right\}_{\varepsilon \in E}$ are
i) equi-coercive if for every $\lambda \in \mathbf{R}$ there exists a compact subset $K_{\lambda}$ of $U$ such that $\left\{u \in U: F_{\varepsilon}(u) \leq \lambda\right\} \subseteq K_{\lambda}$ for every $\varepsilon \in E$,
ii) equi-strongly countably coercive if for every $\lambda \in \mathbf{R}$ there exists a closed and countably compact subset $K_{\lambda}$ of $U$ such that $\left\{u \in U: F_{\varepsilon}(u) \leq \lambda\right\} \subseteq K_{\lambda}$ for every $\varepsilon \in E$,
iii) equi-strongly sequentially coercive if for every $\lambda \in \mathbf{R}$ there exists a closed and sequentially compact subset $K_{\lambda}$ of $U$ such that $\left\{u \in U: F_{\varepsilon}(u) \leq \lambda\right\} \subseteq$ $K_{\lambda}$ for every $\varepsilon \in E$.

Theorem 3.3.7. Let $E \subseteq[-\infty,+\infty], \varepsilon_{0} \in \bar{E}$, and let, for every $\varepsilon \in E$, $F_{\varepsilon}: U \rightarrow[-\infty,+\infty]$. Assume that the functionals $\left\{F_{\varepsilon}\right\}_{\varepsilon \in E}$ are equi-strongly countably coercive. Then $\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ and $\Gamma^{-}(\tau) \lim \sup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ are strongly countably coercive.

If in addition the limit $\Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)$ exists for every $u \in U$, it results that $\Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ has a minimum on $U$, that the limit $\lim _{\varepsilon \rightarrow \varepsilon_{0}}$ $\inf _{v \in U} F_{\varepsilon}(v)$ exists, and that

$$
\min _{v \in U} \Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(v)=\lim _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v)
$$

Finally, if $\lim _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v)<+\infty$, and if $\left\{u_{\varepsilon}\right\}_{\varepsilon \in E} \subseteq U$ is such that $\lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}\left(u_{\varepsilon}\right)=\lim _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v)$, then the set of the cluster points of
$\left\{u_{\varepsilon}\right\}_{\varepsilon \in E}$ as $\varepsilon \rightarrow \varepsilon_{0}$ is nonempty, and every such point is a solution of $\min _{v \in U} \Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(v)$.
Proof. Let us first prove that the functionals $\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ and $\Gamma^{-}(\tau) \lim \sup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ are strongly countably coercive. To do this, we treat only the case of the $\Gamma^{-}(\tau) \lim \sup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$, the other being similar.

For every $\lambda \in \mathbf{R}$ let $K_{\lambda}$ be the closed countably compact set given by the equi-countable coerciveness of $\left\{F_{\varepsilon}\right\}_{\varepsilon \in E}$.

Let $\lambda \in \mathbf{R}$, and $u \in\left\{v \in U: \Gamma^{-}(\tau) \lim \sup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(v) \leq \lambda\right\}$. Then, for every $I \in \mathcal{N}(u)$, it turns out that $\lim \sup _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in I} F_{\varepsilon}(v) \leq \lambda$ and, by the equi-countable coerciveness of $\left\{F_{\varepsilon}\right\}_{\varepsilon \in E}$, that $I \cap K_{\lambda+\theta} \neq \emptyset$ for every $\theta>0$, namely, taking also into account the closedness of $K_{\lambda+\theta}$ for every $\theta>0$, that $u \in \cap_{\theta>0} K_{\lambda+\theta}$.

We now observe that $\cap_{\theta>0} K_{\lambda+\theta}$ is a closed subset of a countably compact space, hence it is itself countably compact.

Because of this, the countable coerciveness of $\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ follows.

We now assume that the limit $\Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)$ exists for every $u \in U$. Then, by Proposition 3.3.2, the countable coerciveness of $\Gamma^{-}(\tau)$ $\lim \sup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$, and Theorem 3.1.4 it follows that $\Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ has a minimum on $U$.

If $\liminf _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v)=+\infty$, then Lemma 3.3.3 yields $\Gamma^{-}(\tau)$ $\lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)=+\infty$ for every $u \in U$, and, consequently, that

$$
\min _{v \in U} \Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(v)=+\infty=\lim _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v) .
$$

On the contrary, if $\liminf _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v)<+\infty$, let $\lambda \in \mathbf{R}$ satisfy $\liminf f_{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v)<\lambda$, and $\left\{\varepsilon_{h}\right\} \subseteq E$ be such that $\varepsilon_{h} \rightarrow \varepsilon_{0}$, and

$$
\begin{equation*}
\lim _{h \rightarrow+\infty} \inf _{v \in U} F_{\varepsilon_{h}}(v)=\liminf _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v) . \tag{3.3.3}
\end{equation*}
$$

Let $K_{\lambda}$ be the countably compact set given by the equi-strongly countable coerciveness property. Then it is straightforward to verify that

$$
\begin{equation*}
\inf _{v \in U} F_{\varepsilon_{h}}(v)=\inf _{v \in K_{\lambda}} F_{\varepsilon_{h}}(v) \text { for every } h \in \mathbf{N} \text { sufficiently large. } \tag{3.3.4}
\end{equation*}
$$

Finally, by (3.2.4), Proposition 3.3.5, (3.3.4), (3.3.3), and Lemma 3.3.3, we conclude that

$$
\begin{gathered}
\min _{v \in U} \Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(v) \leq \min _{v \in U} \Gamma^{-}(\tau) \lim _{h \rightarrow+\infty} F_{\varepsilon_{h}}(v) \leq \\
\leq \min _{v \in K_{\lambda}} \Gamma^{-}(\tau) \lim _{h \rightarrow+\infty} F_{\varepsilon_{h}}(v) \leq \lim _{h \rightarrow+\infty} \inf _{v \in K_{\lambda}} F_{\varepsilon_{h}}(v)=\lim _{h \rightarrow+\infty} \inf _{v \in U} F_{\varepsilon_{h}}(v)= \\
=\liminf _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v) \leq \limsup _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v) \leq \inf _{v \in U} \Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(v),
\end{gathered}
$$

from which the part of the theorem concerning the asymptotic behaviour of $\left\{\inf _{v \in U} F_{\varepsilon}(v)\right\}_{\varepsilon \in E}$ follows.

If now $\lim _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v)<+\infty$, and $\left\{u_{\varepsilon}\right\}_{\varepsilon \in E}$ is as above, let $\lambda \in \mathbf{R}$ be such that $\lim _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v)<\lambda$. Then, for every $\varepsilon \in E$ sufficiently close to $\varepsilon_{0}$, it results that $F_{\varepsilon}\left(u_{\varepsilon}\right)<\lambda$, and, consequently, by the equistrongly countable coerciveness of $\left\{F_{\varepsilon}\right\}_{\varepsilon \in E}$, that $u_{\varepsilon} \in K_{\lambda}$.

Because of this, Theorem 3.1.2 yields the existence of at least one cluster point of $\left\{u_{\varepsilon}\right\}_{\varepsilon \in E}$ as $\varepsilon \rightarrow \varepsilon_{0}$. Let $u$ be one of such points. Then, by Lemma 3.3.4, Lemma 3.3.3, and the first part of the present theorem, we conclude that

$$
\begin{gathered}
\min _{v \in U} \Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(v) \leq \Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u) \leq \\
\leq \limsup \\
\varepsilon \rightarrow \varepsilon_{0} \\
F_{\varepsilon}\left(u_{\varepsilon}\right)=\lim _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v)=\min _{v \in U} \Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(v)
\end{gathered}
$$

that completes the proof.

From Theorem 3.3.7 we deduce the following corollary in the case of coerciveness, or of strongly sequential coerciveness.

Theorem 3.3.8. Let $E \subseteq[-\infty,+\infty]$, $\varepsilon_{0} \in \bar{E}$, and let, for every $\varepsilon \in E$, $F_{\varepsilon}: U \rightarrow[-\infty,+\infty]$. Assume that the functionals $\left\{F_{\varepsilon}\right\}_{\varepsilon \in E}$ are equi-coercive (respectively equi-strongly sequentially coercive). Then $\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}}$ $F_{\varepsilon}$ and $\Gamma^{-}(\tau) \lim \sup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ are coercive (respectively strongly sequentially coercive).

If in addition the limit $\Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)$ exists for every $u \in U$, it results that $\Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ has a minimum on $U$, that the limit $\lim _{\varepsilon \rightarrow \varepsilon_{0}}$ $\inf _{v \in U} F_{\varepsilon}(v)$ exists, and that

$$
\min _{v \in U} \Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(v)=\lim _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v)
$$

Finally, if $\lim _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v)<+\infty$, and if $\left\{u_{\varepsilon}\right\}_{\varepsilon \in E} \subseteq U$ is such that $\lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}\left(u_{\varepsilon}\right)=\lim _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v)$, then $\left\{u_{\varepsilon}\right\}_{\varepsilon \in E}$ has cluster points as $\varepsilon \rightarrow \varepsilon_{0}$ (respectively there exists $\left\{\varepsilon_{h}\right\} \subseteq E$ with $\varepsilon_{h} \rightarrow \varepsilon_{0}$ such that $\left\{u_{\varepsilon_{h}}\right\}$ converges), and every such point (respectively the limit of $\left\{u_{\varepsilon_{h}}\right\}$ ) is a solution of $\min _{v \in U} \Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(v)$.

Proof. Let $\left\{K_{\lambda}\right\}_{\lambda \in \mathbf{R}}$ be the family of the compact (respectively closed and sequentially compact) sets given by the equi-coerciveness (respectively equi-strongly sequential coerciveness) of $\left\{F_{\varepsilon}\right\}_{\varepsilon \in E}$.

The coerciveness (respectively strongly sequential coerciveness) of $\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ and of $\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ follows exactly as in the corresponding part of the proof of Theorem 3.3.7, once we observe that a closed subset of a compact (respectively sequentially compact) space is itself compact (respectively closed and sequentially compact).

The part of the theorem dealing with the asymptotic behaviours of $\left\{\inf _{v \in U} F_{\varepsilon}(v)\right\}_{\varepsilon \in E}$, and of $\left\{u_{\varepsilon}\right\}_{\varepsilon \in E}$ as $\varepsilon \rightarrow \varepsilon_{0}$ follows from Theorem 3.3.7, once we recall that a compact (respectively sequentially compact) set is also countably compact.

Finally, if $\lim _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v)<+\infty$, and $\left\{u_{\varepsilon}\right\}_{\varepsilon \in E}$ is as above, let $\lambda \in \mathbf{R}$ be such that $\lim _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v)<\lambda$. Then, for every $\varepsilon \in E$ sufficiently close to $\varepsilon_{0}$, it results that $F_{\varepsilon}\left(u_{\varepsilon}\right)<\lambda$, and, consequently, by the equi-strongly sequential coerciveness of $\left\{F_{\varepsilon}\right\}_{\varepsilon \in E}$, that $u_{\varepsilon} \in K_{\lambda}$.

Let $\left\{\varepsilon_{h}\right\} \subseteq E$ with $\varepsilon_{h} \rightarrow \varepsilon_{0}$. Then, by the sequential compactness of $K_{\lambda}$, the existence of a converging subsequence of $\left\{u_{\varepsilon_{h}}\right\}$, still denoted by $\left\{u_{\varepsilon_{h}}\right\}$, follows. Let $u$ be the limit of $\left\{u_{\varepsilon_{h}}\right\}$. Then, by (3.2.4), Lemma 3.3.4, Lemma 3.3.3 and the first part of the present theorem, we conclude that

$$
\begin{aligned}
& \min _{v \in U} \Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(v) \leq \min _{v \in U} \Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{\varepsilon_{h}}(v) \leq \Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{\varepsilon_{h}}(u) \leq \\
& \leq \limsup _{h \rightarrow+\infty} F_{\varepsilon_{h}}\left(u_{\varepsilon_{h}}\right)=\lim _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in U} F_{\varepsilon}(v)=\min _{v \in U} \Gamma^{-}(\tau) \lim _{h \rightarrow+\infty} F_{h}(v),
\end{aligned}
$$

that completes the proof.

## $\S 3.4$ Г-Convergence in Topological Vector Spaces and of Increasing Set Functionals

We conclude this chapter with some remarks on $\Gamma$-convergence in the framework of topological vector spaces, and in the framework of increasing set functionals.

Proposition 3.4.1. Let $U$ be a topological vector space, $E \subseteq[-\infty,+\infty]$, $\varepsilon_{0} \in \bar{E}$, and let, for every $\varepsilon \in E, F_{\varepsilon}: U \rightarrow[-\infty,+\infty]$. Assume that, for every $\varepsilon \in E, F_{\varepsilon}$ is convex. Then $\Gamma^{-}(\tau) \lim \sup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ is convex.
Proof. Let $u_{1}, u_{2} \in U, t \in[0,1]$, and let $I \in \mathcal{N}\left(t u_{1}+(1-t) u_{2}\right)$.
Since $U$ is a topological vector space, the function $(u, v) \in U \times U \mapsto$ $t u+(1-t) v \in U$ is continuous, consequently there exist $I_{1} \in \mathcal{N}\left(u_{1}\right)$ and $I_{2} \in \mathcal{N}\left(u_{2}\right)$ such that $t I_{1}+(1-t) I_{2} \subseteq I$.

Because of this, and by the convexity of each $F_{\varepsilon}$, we have that

$$
\begin{gathered}
\inf _{v \in I} F_{\varepsilon}(v) \leq \inf _{v \in I_{1}+(1-t) I_{2}} F_{\varepsilon}(v)=\inf _{v_{1} \in I_{1}, v_{2} \in I_{2}} F_{\varepsilon}\left(t v_{1}+(1-t) v_{2}\right) \leq \\
\leq t \inf _{v_{1} \in I_{1}} F_{\varepsilon}\left(v_{1}\right)+(1-t) \inf _{v_{2} \in I_{2}} F_{\varepsilon}\left(v_{2}\right) \text { for every } \varepsilon \in E,
\end{gathered}
$$

from which we deduce that

$$
\limsup _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in I} F_{\varepsilon}(v) \leq t \limsup _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in I_{1}} F_{\varepsilon}(v)+(1-t) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} \inf _{v \in I_{2}} F_{\varepsilon}(v) \leq
$$

$$
\begin{gathered}
\leq t \Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}\left(u_{1}\right)+(1-t) \Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}\left(u_{2}\right) \\
\text { for every } I \in \mathcal{N}\left(t u_{1}+(1-t) u_{2}\right)
\end{gathered}
$$

The convexity of $\Gamma^{-}(\tau) \lim _{\sup }^{\varepsilon \rightarrow \varepsilon_{0}} ⿻ 上 丨 F_{\varepsilon}$ now follows from the above in－ equality．

Let $\Omega_{0} \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ ，and $(U, \tau)$ be a topological space．For every $h \in$ $\mathbf{N}$ let $F_{h}: \mathcal{A}\left(\Omega_{0}\right) \times U \rightarrow[0,+\infty]$ be increasing．Then，it is clear that $\Gamma^{-}(\tau) \lim \inf _{h \rightarrow+\infty} F_{h}$ ，and $\Gamma^{-}(\tau) \lim \sup _{h \rightarrow+\infty} F_{h}$ too are increasing．

Proposition 3．4．2．Let $\Omega_{0} \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ ，and $(U, \tau)$ be a topological space satisfying the first countability axiom．For every $h \in \mathbf{N}$ let $F_{h}: \mathcal{A}\left(\Omega_{0}\right) \times U \rightarrow$ $[0,+\infty]$ be increasing，and let $F: \mathcal{A}\left(\Omega_{0}\right) \times U \rightarrow[0,+\infty]$ ．Then

$$
\begin{equation*}
F(\Omega, u)=\sup \left\{\Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{h}(A, u): A \subset \subset \Omega\right\}= \tag{3.4.1}
\end{equation*}
$$

$=\sup \left\{\Gamma^{-}(\tau) \limsup _{h \rightarrow+\infty} F_{h}(A, u): A \subset \subset \Omega\right\}$ for every $\Omega \in \mathcal{A}\left(\Omega_{0}\right), u \in U$ if and only if
（3．4．2）for every $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing there exists $\left\{h_{k_{j}}\right\} \subseteq\left\{h_{k}\right\}$
such that $F(\Omega, u)=\sup \left\{\Gamma^{-}(\tau) \liminf _{j \rightarrow+\infty} F_{h_{k_{j}}}(A, u): A \subset \subset \Omega\right\}=$ $=\sup \left\{\Gamma^{-}(\tau) \limsup _{j \rightarrow+\infty} F_{h_{k_{j}}}(A, u): A \subset \subset \Omega\right\}$ for every $\Omega \in \mathcal{A}\left(\Omega_{0}\right), u \in U$ ．

Proof．It is clear that（3．4．1）implies（3．4．2）．
Conversely，let us assume that（3．4．2）holds．For the sake of simplicity， let us set

$$
\begin{aligned}
& F^{\prime}:(\Omega, u) \in \mathcal{A}\left(\Omega_{0}\right) \times U \mapsto \Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{h}(\Omega, u), \\
& F^{\prime \prime}:(\Omega, u) \in \mathcal{A}\left(\Omega_{0}\right) \times U \mapsto \Gamma^{-}(\tau) \limsup _{h \rightarrow+\infty} F_{h}(\Omega, u)
\end{aligned}
$$

Then it is clear that $F^{\prime}$ and $F^{\prime \prime}$ are increasing．
Let $(\Omega, u) \in \mathcal{A}\left(\Omega_{0}\right) \times U$ ．Then，since $F_{-}^{\prime}$ is inner regular，let $\left\{\Omega_{k}\right\} \subseteq$ $\mathcal{A}(\Omega)$ satisfy $\Omega_{k} \subset \subset \Omega_{k+1} \subset \subset \Omega$ for every $k \in \mathbf{N}, \cup_{k=1}^{+\infty} \Omega_{k}=\Omega$ ，and

$$
\begin{equation*}
F_{-}^{\prime}(\Omega, u)=\lim _{k \rightarrow+\infty} F^{\prime}\left(\Omega_{k}, u\right) \tag{3.4.3}
\end{equation*}
$$

and let，for every $k \in \mathbf{N},\left\{u_{h}^{k}\right\} \subseteq U$ be such that $u_{h}^{k} \rightarrow u$ as $h$ diverges，and

$$
\begin{equation*}
F^{\prime}\left(\Omega_{k}, u\right)=\liminf _{h \rightarrow+\infty} F_{h}\left(\Omega_{k}, u_{h}^{k}\right) \tag{3.4.4}
\end{equation*}
$$

By using (3.4.3), and (3.4.4), we can construct $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing such that $u_{h_{k}}^{k} \rightarrow u$, and

$$
F_{-}^{\prime}(\Omega, u)=\limsup _{k \rightarrow+\infty} F_{h_{k}}\left(\Omega_{k}, u_{h_{k}}^{k}\right) .
$$

Consequently, by taking into account the properties of $\left\{\Omega_{k}\right\}$, we obtain that

$$
F_{-}^{\prime}(\Omega, u) \geq \limsup _{k \rightarrow+\infty} F_{h_{k}}\left(A, u_{h_{k}}^{k}\right) \geq \Gamma^{-}(\tau) \limsup _{k \rightarrow+\infty} F_{h_{k}}(A, u)
$$

$$
\text { for every } A \subset \subset \Omega,
$$

from which, together with (3.4.2), we conclude that

$$
\begin{align*}
& \quad F_{-}^{\prime}(\Omega, u) \geq \sup \left\{\Gamma^{-}(\tau) \limsup _{k \rightarrow+\infty} F_{h_{k}}(A, u): A \subset \subset \Omega\right\} \geq  \tag{3.4.5}\\
& \geq \sup \left\{\Gamma^{-}(\tau) \limsup _{j \rightarrow+\infty} F_{h_{k_{j}}}(A, u): A \subset \subset \Omega\right\}=F(\Omega, u) \\
& \text { for every }(\Omega, u) \in \mathcal{A}\left(\Omega_{0}\right) \times U .
\end{align*}
$$

In order to prove the reverse inequality for $F_{-}^{\prime \prime}$, let, by contradiction, $(\Omega, u) \in \mathcal{A}\left(\Omega_{0}\right) \times U$ be such that $F(\Omega, u)<F_{-}^{\prime \prime}(\Omega, u)$, from which it follows that there exists $A \subset \subset \Omega$ satisfying $F(\Omega, u)<F^{\prime \prime}(A, u)$. Let $I \in \mathcal{N}(u)$, and $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing such that

$$
F(\Omega, u)<\limsup _{h \rightarrow+\infty} \inf _{v \in I} F_{h}(A, v)=\liminf _{k \rightarrow+\infty} \inf _{v \in I} F_{h_{k}}(A, v) .
$$

Then, by (3.4.2), we have that

$$
\begin{gathered}
F(\Omega, u)<\Gamma^{-}(\tau) \liminf _{k \rightarrow+\infty} F_{h_{k}}(A, u) \leq \Gamma^{-}(\tau) \liminf _{j \rightarrow+\infty} F_{h_{k_{j}}}(A, u) \leq \\
\quad \leq \sup \left\{\Gamma^{-}(\tau) \liminf _{j \rightarrow+\infty} F_{h_{k_{j}}}(A, u): A \subset \subset \Omega\right\}=F(\Omega, u),
\end{gathered}
$$

thus getting a contradiction.
Hence, it occurs that

$$
\begin{equation*}
F_{-}^{\prime \prime}(\Omega, u) \leq F(\Omega, u) \text { for every }(\Omega, u) \in \mathcal{A}\left(\Omega_{0}\right) \times U \tag{3.4.6}
\end{equation*}
$$

By (3.4.5), (3.4.6), and (3.2.1), the proof follows.
Finally, we prove the following abstract compactness result for sequences of increasing functionals.

Proposition 3.4.3. Let $\Omega_{0} \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $(U, \tau)$ be a topological space satisfying the second countability axiom. For every $h \in \mathbf{N}$ let $F_{h}: \mathcal{A}\left(\Omega_{0}\right) \times$ $U \rightarrow[0,+\infty]$ be increasing. Then there exists $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing for which

$$
\begin{gathered}
\sup \left\{\Gamma^{-}(\tau) \liminf _{k \rightarrow+\infty} F_{h_{k}}(A, u): A \subset \subset \Omega\right\}= \\
=\sup \left\{\Gamma^{-}(\tau) \limsup _{k \rightarrow+\infty} F_{h_{k}}(A, u): A \subset \subset \Omega\right\} \text { for every } \Omega \in \mathcal{A}\left(\Omega_{0}\right), u \in U
\end{gathered}
$$

Proof. Let $\left\{D_{j}\right\}_{j \in \mathbf{N}} \subseteq \mathcal{A}\left(\Omega_{0}\right)$ be dense in $\mathcal{A}\left(\Omega_{0}\right)$. Then, by Theorem 3.2.7, and an iteration argument, for every $j \in \mathbf{N}$ there exists $\left\{h_{k}^{j}\right\} \subseteq \mathbf{N}$ strictly increasing, satisfying $\left\{h_{k}^{j+1}\right\} \subseteq\left\{h_{k}^{j}\right\}$ for every $j \in \mathbf{N}$, for which the limit $\Gamma^{-}(\tau) \lim _{k \rightarrow+\infty} F_{h_{k}^{j}}\left(D_{j}, u\right)$ exists for every $u \in U$.

At this point, a diagonalization argument, and (3.2.5) provides the existence of $\left\{h_{k}\right\}$ strictly increasing for which the limit $\Gamma^{-}(\tau) \lim _{k \rightarrow+\infty}$ $F_{h_{k}}\left(D_{j}, u\right)$ exists for every $j \in \mathbf{N}, u \in U$.

Because of this, the proof follows, since

$$
\begin{gathered}
\sup \left\{\Gamma^{-}(\tau) \liminf _{k \rightarrow+\infty} F_{h_{k}}(A, u): A \subset \subset \Omega\right\}= \\
=\sup \left\{\Gamma^{-}(\tau) \liminf _{k \rightarrow+\infty} F_{h_{k}}(A, u): A \in\left\{D_{j}\right\}, A \subset \subset \Omega\right\}= \\
=\sup \left\{\Gamma^{-}(\tau) \limsup _{k \rightarrow+\infty} F_{h_{k}}(A, u): A \in\left\{D_{j}\right\}, A \subset \subset \Omega\right\}= \\
=\sup \left\{\Gamma^{-}(\tau) \limsup _{k \rightarrow+\infty} F_{h_{k}}(A, u): A \subset \subset \Omega\right\} \\
\text { for every } \Omega \in \mathcal{A}\left(\Omega_{0}\right), u \in U .
\end{gathered}
$$

## §3.5 Relaxation

Let $(U, \tau)$ be a topological space.
In this section we analyze more deeply the particular case of the $\Gamma$ convergence of a constant family of functionals.

Definition 3.5.1. Let $F: U \rightarrow[-\infty,+\infty]$. We define the relaxed functional $\mathrm{sc}^{-}(\tau) F$ of $F$ as

$$
\mathrm{sc}^{-}(\tau) F: u \in U \mapsto \liminf _{v \rightarrow u} F(v)=\sup _{I \in \mathcal{N}(u)} \inf _{v \in I} F(v)
$$

When $U$ agrees with $\mathbf{R}^{n}$ endowed with the usual topology, the relaxed function of $f: \mathbf{R}^{n} \rightarrow[-\infty,+\infty]$ is denoted simply by $\mathrm{sc}^{-} f$. By (1.2.8), it
agrees with the lower semicontinuous envelope of $f$ already introduced in §1.2.

It is clear that

$$
\begin{equation*}
\operatorname{sc}^{-}(\tau) F(u) \leq F(u) \text { for every } u \in U, \tag{3.5.1}
\end{equation*}
$$

and that, by defining $F_{h}: u \in U \mapsto F(u)$ for every $h \in \mathbf{N}$, the limit $\Gamma^{-}(\tau) \lim _{h \rightarrow+\infty} F_{h}(u)$ exists for every $u \in U$, and

$$
\begin{equation*}
\Gamma^{-}(\tau) \lim _{h \rightarrow+\infty} F_{h}(u)=\operatorname{sc}^{-}(\tau) F(u) \text { for every } u \in U \tag{3.5.2}
\end{equation*}
$$

Because of (3.5.2), many properties of relaxed functionals follow from the corresponding ones of $\Gamma$-limits. Thus, if $\tau^{\prime}$ is another topology on $U$, finer than $\tau$, it results that

$$
\operatorname{sc}^{-}(\tau) F(u) \leq \operatorname{sc}^{-}\left(\tau^{\prime}\right) F(u) \text { for every } u \in U .
$$

The results below follows from the corresponding ones of the previous section.
Proposition 3.5.2. Let $F: U \rightarrow[-\infty,+\infty]$, and $G: U \rightarrow \mathbf{R}$. Assume that $G$ is continuous. Then

$$
\mathrm{sc}^{-}(\tau)(F+G)(u)=\mathrm{sc}^{-}(\tau) F(u)+G(u) \text { for every } u \in U .
$$

When $(U, \tau)$ satisfies the first countability axiom, the following sequential characterization of relaxed functionals holds.
Proposition 3.5.3. Let $F: U \rightarrow[-\infty,+\infty]$. Assume that $(U, \tau)$ satisfies the first countability axiom. Then

$$
\operatorname{sc}^{-}(\tau) F(u)=\min \left\{\liminf _{h \rightarrow+\infty} F\left(v_{h}\right): v_{h} \rightarrow u\right\} \text { for every } u \in U
$$

Proposition 3.5.4. Let $F: U \rightarrow[-\infty,+\infty]$. Then the functional sc ${ }^{-}(\tau) F$ is lower semicontinuous on $U$.

In particular, from (3.5.1), and Proposition 3.5.4 it follows that (3.5.3) $F$ is lower semicontinuous at $u$ if and only if $F(u)=\operatorname{sc}^{-}(\tau) F(u)$.

Theorem 3.5.5. Let $F: U \rightarrow[-\infty,+\infty]$. Assume that $F$ is strongly countably coercive. Then $\operatorname{sc}^{-}(\tau) F$ is strongly countably coercive, has a minimum on $U$, and

$$
\min _{v \in U} \mathrm{sc}^{-}(\tau) F(v)=\inf _{v \in U} F(v) .
$$

Moreover, $\operatorname{if~}_{\inf }^{v \in U}$ $F(v)<+\infty$, and if $\left\{u_{h}\right\} \subseteq U$ is such that $\lim _{h \rightarrow+\infty}$ $F\left(u_{h}\right)=\inf _{v \in U} F(v)$, then the set of the cluster points of $\left\{u_{h}\right\}$ is nonempty, and every such point is a solution of $\min _{v \in U} \mathrm{sc}^{-}(\tau) F(v)$.

From Theorem 3.5.5 we deduce the following corollary in the sequential coerciveness case.

Theorem 3.5.6. Let $F: U \rightarrow[-\infty,+\infty]$. Assume that $F$ is coercive (respectively strongly sequentially coercive). Then $\mathrm{sc}^{-}(\tau) F$ is coercive (respectively strongly sequentially coercive), has a minimum on $U$, and

$$
\min _{v \in U} \mathrm{Sc}^{-}(\tau) F(v)=\inf _{v \in U} F(v)
$$

Moreover, if $\inf _{v \in U} F(v)<+\infty$, and if $\left\{u_{h}\right\} \subseteq U$ is such that $\lim _{h \rightarrow+\infty}$ $F\left(u_{h}\right)=\inf _{v \in U} F(v)$, then $\left\{u_{h}\right\}$ has at least a converging subsequence, and every limit point of its converging subsequences is a solution of $\min _{v \in U}$ $\mathrm{sc}^{-}(\tau) F(v)$.

The following result shows that, as happens when $U=\mathbf{R}^{n}$, the relaxed functional of $F$ actually agrees with its lower semicontinuous envelope.

Proposition 3.5.7. Let $F: U \rightarrow[-\infty,+\infty]$. Then

$$
\begin{gathered}
\operatorname{sc}^{-}(\tau) F(u)= \\
=\sup \{\Phi(u): \Phi: U \rightarrow[-\infty,+\infty] \text { lower semicontinuous, } \Phi \leq F \text { in } U\}
\end{gathered}
$$

$$
\text { for every } u \in U \text {. }
$$

Proof. By Proposition 3.5.4, and (3.5.1) it turns out that $\mathrm{sc}^{-}(\tau) F$ is lower semicontinuous, and that $\mathrm{sc}^{-}(\tau) F \leq F$ in $U$. Consequently,

$$
\begin{equation*}
\mathrm{sc}^{-}(\tau) F(u) \leq \tag{3.5.4}
\end{equation*}
$$

$\leq \sup \{\Phi(u): \Phi: U \rightarrow[-\infty,+\infty]$ lower semicontinuous, $\Phi \leq F$ in $U\}$

$$
\text { for every } u \in U \text {. }
$$

On the other side, if $\Phi: U \rightarrow[-\infty,+\infty]$ is lower semicontinuous, and $\Phi \leq F$ in $U$, then, by using (3.5.3), it obviously turns out that

$$
\Phi(u)=\mathrm{sc}^{-}(\tau) \Phi(u) \leq \mathrm{sc}^{-}(\tau) F(u) \text { for every } u \in U
$$

from which, together with (3.5.4), the proof follows.
Finally, we point out that the relaxation and the $\Gamma$-limit operators commute.

Proposition 3.5.8. Let $E \subseteq[-\infty,+\infty], \varepsilon_{0} \in \bar{E}$, and let, for every $\varepsilon \in E$, $F_{\varepsilon}: U \rightarrow[-\infty,+\infty]$. Then

$$
\begin{gathered}
\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)=\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} \mathrm{sc}^{-}(\tau) F_{\varepsilon}(u) \\
\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}(u)=\Gamma^{-}(\tau) \limsup _{\varepsilon \rightarrow \varepsilon_{0}} \mathrm{sc}^{-}(\tau) F_{\varepsilon}(u)
\end{gathered}
$$

$$
\text { for every } u \in U \text {. }
$$

Proof. Let $\varepsilon \in E, u \in U$, and $I \in \mathcal{N}(u)$. Then the constant functional $w \in U \mapsto \inf _{v \in I} F_{\varepsilon}(v)$ is lower semicontinuous and less that $F_{\varepsilon}$ in $I$. Consequently, by Proposition 3.5.7 applied to $I$ in place of $U$, we obtain that

$$
\inf _{v \in I} F_{\varepsilon}(v) \leq \operatorname{sc}^{-}(\tau) F_{\varepsilon}(u) \text { for every } \varepsilon \in E, u \in U .
$$

Because of this, and by using also (3.5.1) the proof follows.
Finally, given $F: U \rightarrow[-\infty,+\infty]$, we deduced from $F$ another functional, that we call sequential lower value of $F$ and denote by $\mathrm{sq}^{-}(\tau) F$, that enjoys intermediate properties between those of $\mathrm{sc}^{-}(\tau) F$ and of $F$, in the sense that it has some features of lower semicontinuity type, but inherits the properties of $F$ more directly than what $\mathrm{sc}^{-}(\tau) F$ does. It is defined as

$$
\mathrm{sq}^{-}(\tau) F: u \in U \mapsto \inf \left\{\liminf _{h \rightarrow+\infty} F\left(u_{h}\right): u_{h} \rightarrow u \text { in } \tau\right\} .
$$

It is clear that

$$
\mathrm{sc}^{-}(\tau) F(u) \leq \mathrm{sq}^{-}(\tau) F(u) \leq F(u) \text { for every } u \in U .
$$

We remark that, in general, $\mathrm{sq}^{-}(\tau) F$ need not be either sequentially lower semicontinuous. An example showing this will be given, in the framework of variational integrals, in $\S 10.9$.

On the contrary, if $U$ satisfies the first countability axiom, Proposition 3.5.3 yields the identity between $\mathrm{sc}^{-} F$ and $\mathrm{sq}^{-} F$.

## Chapter 4

## $B V$ and Sobolev Spaces

In this book Sobolev and $B V$ spaces are widely used as domains in which variational problems are settled. In the present chapter we briefly introduce them, at least in the case of derivatives of order one, together with their main properties. We refer to $[\mathrm{A}]$, $[\mathrm{AFP}]$, $[\mathrm{EG}],[\mathrm{Gu}]$, $[\mathrm{Z}]$ for general references of the matter.

Nevertheless, the presentation that we are going to propose differs slightly from those usually described in literature, in which Sobolev spaces are firstly introduced, and $B V$ ones are then studied as a generalization of them. On the contrary, we follow an opposite scheme by placing ourselves in the framework of Borel measures, and firstly looking at $B V$ spaces as special subsets of a particular space of Borel measures, and then deducing Sobolev spaces by means of successive restrictions.

This unifying approach has the advantage of clarifying the relationships between these spaces, and, in particular, allows a better understanding of the structure certain weak type topologies they are equipped with.

## $\S 4.1$ Regularization of Measures and of Summable Functions

To carry out the above program, we recall in this section the notion of regularization of a Borel measure and, in particular, of a locally summable Lebesgue measurable function, together with their main properties. We will come back on the notion of regularization in Chapter 7, in a more general context.

We say that $\rho \in C_{0}^{\infty}\left(B_{1}(0)\right)$ is a symmetric mollifier if $\rho(y) \geq 0$ and $\rho(-y)=\rho(y)$ for every $y \in \mathbf{R}^{n}$, and $\int_{\mathbf{R}^{n}} \rho(y) d y=1$.

Let $\rho$ be a symmetric mollifier. Then for every $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right), \mu \in$ $\mathcal{M}_{\text {loc }}(\Omega)$, and $\varepsilon>0$ we define the regularization $\mu_{\varepsilon}$ of $\mu$ as

$$
\begin{equation*}
\mu_{\varepsilon}: x \in \Omega_{\varepsilon}^{-} \mapsto \frac{1}{\varepsilon^{n}} \int_{\Omega} \rho\left(\frac{x-y}{\varepsilon}\right) d \mu(y) . \tag{4.1.1}
\end{equation*}
$$

We observe that the definition in (4.1.1) is well posed since, being $\rho$ with compact support in $B_{1}(0)$, for every $x \in \Omega_{\varepsilon}^{-}$the integral in (4.1.1) is actually extended only over $B_{\varepsilon}(x)$, whose closure is a compact subset of $\Omega$.

In particular, if $u \in L_{\text {loc }}^{1}(\Omega)$, then (4.1.1) applied with $\mu=u \mathcal{L}^{n}$, defines the regularization $u_{\varepsilon}$ of $u$, that, by using Theorem 2.3.2, turns out to be given by

$$
\begin{equation*}
u_{\varepsilon}: x \in \Omega_{\varepsilon}^{-} \mapsto \frac{1}{\varepsilon^{n}} \int_{\Omega} \rho\left(\frac{x-y}{\varepsilon}\right) u(y) d y \tag{4.1.2}
\end{equation*}
$$

Because of this, it is clear that the regularization of a function enjoys all the properties of the regularization of a measure.

We list now the main properties of the regularization of a function.
If $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, it turns out that

$$
w_{\varepsilon} \in C^{\infty}\left(\Omega_{\varepsilon}^{-}\right) \text {for every } w \in L_{\mathrm{loc}}^{1}(\Omega), \text { and } \varepsilon>0
$$

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}^{-}}\left|w_{\varepsilon}\right| d x \leq \int_{\Omega}|w| d x \text { for every } w \in L_{\mathrm{loc}}^{1}(\Omega), \text { and } \varepsilon>0, \tag{4.1.3}
\end{equation*}
$$

and that

$$
\begin{gather*}
\operatorname{spt}\left(w_{\varepsilon}\right) \subseteq\left\{x \in \Omega_{\varepsilon}^{-}: \operatorname{dist}(x, S)<\varepsilon\right\} \text { for every } w \in L_{\mathrm{loc}}^{1}(\Omega),  \tag{4.1.4}\\
S \subseteq \Omega \text { with } w=0 \text { a.e. in } \Omega \backslash S, \varepsilon \in] 0, \operatorname{dist}(\operatorname{spt}(w), \partial \Omega)[
\end{gather*}
$$

Moreover, it is easy to verify that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \max _{x \in K}\left|w_{\varepsilon}(x)-w(x)\right|=0 \tag{4.1.5}
\end{equation*}
$$

for every $w \in C^{0}(\Omega)$, and every compact subset $K$ of $\Omega$,
from which, by exploiting Theorem 2.4.5, and (4.1.3), it is possible to prove that

$$
\lim _{\varepsilon \rightarrow 0} \int_{K}\left|w_{\varepsilon}-w\right| d x=0
$$

for every $w \in L_{\mathrm{loc}}^{1}(\Omega)$, and every compact subset $K$ of $\Omega$.
Finally, it is well known that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} w_{\varepsilon}(x)=w(x) \text { for every } w \in L_{\mathrm{loc}}^{1}(\Omega), \text { and a.e. } x \in \Omega \tag{4.1.6}
\end{equation*}
$$

Regularization processes provide a powerful tool to approximate measures by smooth functions, as proved in the following result.

Theorem 4.1.1. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $\mu \in \mathcal{M}_{\text {loc }}(\Omega)$. Then, for every $\varepsilon>0, \mu_{\varepsilon} \in C^{\infty}\left(\Omega_{\varepsilon}^{-}\right)$,

$$
\frac{\partial^{|\alpha|} \mu_{\varepsilon}}{\partial x^{\alpha}}(x)=\frac{1}{\varepsilon^{n+|\alpha|}} \int_{\Omega} \frac{\partial^{|\alpha|} \rho}{\partial z^{\alpha}}\left(\frac{x-y}{\varepsilon}\right) d \mu(y) \text { for every } x \in \Omega_{\varepsilon}^{-}, \alpha \in \mathbf{N}^{n},
$$

and

$$
\int_{\Omega_{\varepsilon}^{-}}\left|\mu_{\varepsilon}\right| d x \leq|\mu|(\Omega) .
$$

Moreover

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}^{-}} \varphi \mu_{\varepsilon} d x=\int_{\Omega} \varphi d \mu \text { for every } \varphi \in C_{0}^{0}(\Omega),
$$

and

$$
\lim _{\varepsilon \rightarrow 0} \mu_{\varepsilon}(x)=\frac{d \mu^{a}}{d \mathcal{L}^{n}}(x) \text { for } \mathcal{L}^{n} \text {-a.e. } x \in \Omega .
$$

Proof. The part of the theorem concerning the smoothness properties of the regularizations of $\mu$ follows easily by induction on the length of the multiindex $\alpha$, by directly considering difference quotients, and by using Lebesgue Dominated Convergence Theorem.

In addition, by ii) of Theorem 2.1.2, and by Fubini's theorem, it comes that

$$
\begin{gathered}
\int_{\Omega_{\varepsilon}^{-}}\left|\mu_{\varepsilon}\right| d x=\frac{1}{\varepsilon^{n}} \int_{\Omega_{\varepsilon}^{-}}\left|\int_{\Omega} \rho\left(\frac{x-y}{\varepsilon}\right) d \mu(y)\right| d x \leq \\
\leq \frac{1}{\varepsilon^{n}} \int_{\Omega_{\varepsilon}^{-}} \int_{\Omega} \rho\left(\frac{x-y}{\varepsilon}\right) d|\mu|(y) d x \leq \\
\leq \frac{1}{\varepsilon^{n}} \int_{\Omega} \int_{\Omega} \rho\left(\frac{x-y}{\varepsilon}\right) d x d|\mu|(y)=\int_{\Omega} d|\mu|(y)=|\mu|(\Omega) \\
\text { for every } \varepsilon>0 .
\end{gathered}
$$

Let now $\varphi \in C_{0}^{0}(\Omega)$. Let us preliminarily observe that (4.1.4) implies that $\operatorname{spt}\left(\varphi_{\varepsilon}\right) \subseteq \Omega_{\varepsilon}^{-}$provided $\left.\varepsilon \in \frac{1}{2}\right] 0, \operatorname{dist}(\operatorname{spt}(\varphi), \partial \Omega)[$. Therefore, by Fubini's theorem applied to the positive and negative part of $\mu$, and the symmetry of $\rho$, we get that

$$
\begin{aligned}
& \int_{\Omega_{\varepsilon}^{-}} \varphi(x) \mu_{\varepsilon}(x) d x=\int_{\operatorname{spt}(\varphi)} \varphi(x) \mu_{\varepsilon}(x) d x= \\
& =\frac{1}{\varepsilon^{n}} \int_{\operatorname{spt}(\varphi)} \varphi(x) \int_{\Omega} \rho\left(\frac{x-y}{\varepsilon}\right) d \mu(y) d x= \\
& =\frac{1}{\varepsilon^{n}} \int_{\Omega} \int_{\operatorname{spt}(\varphi)} \rho\left(\frac{x-y}{\varepsilon}\right) \varphi(x) d x d \mu(y)=
\end{aligned}
$$

$$
\begin{gathered}
=\int_{\Omega} \frac{1}{\varepsilon^{n}} \int_{\Omega} \rho\left(\frac{y-x}{\varepsilon}\right) \varphi(x) d x d \mu(y)=\int_{\Omega} \varphi_{\varepsilon}(y) d \mu(y) \\
\text { for every } \left.\varepsilon \in \frac{1}{2}\right] 0, \operatorname{dist}(\operatorname{spt}(\varphi), \partial \Omega)[
\end{gathered}
$$

Because of this, and by (4.1.5) we conclude that

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}^{-}} \varphi \mu_{\varepsilon} d x=\int_{\Omega} \varphi d \mu
$$

once we recall that, by (4.1.4), there exists a compact subset $K$ of $\Omega$ such that $\operatorname{spt}\left(\varphi_{\varepsilon}\right) \subseteq K$ for every $\varepsilon>0$ sufficiently small.

Finally, once we observe that

$$
\frac{1}{\varepsilon^{n}} \int_{B_{\varepsilon}(x)} \rho\left(\frac{x-y}{\varepsilon}\right) d\left|\mu^{\mathrm{s}}\right|(y) \leq \max _{\mathbf{R}^{n}} \rho \frac{1}{\varepsilon^{n}}\left|\mu^{\mathrm{s}}\right|\left(B_{\varepsilon}(x)\right)
$$

for every $x \in \Omega$, and $\varepsilon \in] 0, \operatorname{dist}(x, \partial \Omega)[$,
and that, by Theorem 2.3.5, $\limsup _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon^{n}}\left|\mu^{\mathrm{s}}\right|\left(B_{\varepsilon}(x)\right)=0$ for $\mathcal{L}^{n}$-a.e. $x \in$ $\Omega$, we conclude that

$$
\limsup _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon^{n}}\left|\int_{B_{\varepsilon}(x)} \rho\left(\frac{x-y}{\varepsilon}\right) d \mu^{\mathrm{s}}(y)\right|=0 \text { for } \mathcal{L}^{n} \text {-a.e. } x \in \Omega \text {. }
$$

Because of this, and by the Lebesgue Decomposition Theorem, we thus infer that

$$
\begin{gathered}
=\liminf _{\varepsilon \rightarrow 0}\left(\frac{d \mu^{\mathrm{a}}}{d \mathcal{L}^{n}}\right)_{\varepsilon}(x)= \\
=\liminf _{\varepsilon \rightarrow 0}\left(\frac{d \mu^{\mathrm{a}}}{d \mathcal{L}^{n}}\right)_{\varepsilon}(x)-\limsup _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon^{n}} \int_{B_{\varepsilon}(x)} \rho\left(\frac{x-y}{\varepsilon}\right) d \mu^{\mathrm{s}}(y) \leq \\
\leq \liminf _{\varepsilon \rightarrow 0}\left\{\frac{1}{\varepsilon^{n}} \int_{B_{\varepsilon}(x)} \rho\left(\frac{x-y}{\varepsilon}\right) d \mu^{\mathrm{a}}(y)+\frac{1}{\varepsilon^{n}} \int_{B_{\varepsilon}(x)} \rho\left(\frac{x-y}{\varepsilon}\right) d \mu^{\mathrm{s}}(y)\right\}= \\
=\liminf _{\varepsilon \rightarrow 0} \mu_{\varepsilon}(x) \leq \limsup _{\varepsilon \rightarrow 0} \mu_{\varepsilon}(x)= \\
=\limsup _{\varepsilon \rightarrow 0}\left\{\frac{1}{\varepsilon^{n}} \int_{B_{\varepsilon}(x)} \rho\left(\frac{x-y}{\varepsilon}\right) d \mu^{\mathrm{a}}(y)+\frac{1}{\varepsilon^{n}} \int_{B_{\varepsilon}(x)} \rho\left(\frac{x-y}{\varepsilon}\right) d \mu^{\mathrm{s}}(y)\right\}= \\
=\lim _{\varepsilon \rightarrow 0}\left(\frac{d \mu^{\mathrm{a}}}{d \mathcal{L}^{n}}\right)_{\varepsilon}(x)+\limsup _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon^{n}} \int_{B_{\varepsilon}(x)} \rho\left(\frac{x-y}{\varepsilon}\right) d \mu^{\mathrm{s}}(y)= \\
\quad=\limsup _{\varepsilon \rightarrow 0}\left(\frac{d \mu^{\mathrm{a}}}{d \mathcal{L}^{n}}\right)_{\varepsilon}(x) \text { for } \mathcal{L}^{n} \text {-a.e. } x \in \Omega,
\end{gathered}
$$

from which, together with (4.1.6), the pointwise convergence result follows.

The above approximation process can be specified by the following result.

Proposition 4.1.2. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $\mu \in\left(\mathcal{M}_{\mathrm{loc}}(\Omega)\right)^{m}$. Then the limit $\lim _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}^{-}}\left|\mu_{\varepsilon}\right| d x$ exists, and

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}^{-}}\left|\mu_{\varepsilon}\right| d x=|\mu|(\Omega)
$$

Proof. By Theorem 4.1.1 we conclude that

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}^{-}}\left|\mu_{\varepsilon}\right| d x \leq|\mu|(\Omega) \tag{4.1.7}
\end{equation*}
$$

On the other side, if $A \in \mathcal{A}(\Omega)$ is such that $A \subset \subset \Omega$, then Theorem 4.1.1 yields that $\mu_{\varepsilon} \mathcal{L}^{n} \rightarrow \mu$ in weak ${ }^{*}-\mathcal{M}(A)$, therefore, by Proposition 2.4.8, it follows that
(4.1.8) $|\mu|(A) \leq \liminf _{\varepsilon \rightarrow 0} \int_{A}\left|\mu_{\varepsilon}\right| d x \leq \liminf _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}^{-}}\left|\mu_{\varepsilon}\right| d x$ for every $A \subset \subset \Omega$.

Therefore, once we recall that Theorem 2.4.2 yields the inner regularity of $|\mu|$, by (4.1.8), and (4.1.7) we obtain that

$$
\begin{gathered}
|\mu|(\Omega)=\sup \{|\mu|(A): A \subset \subset \Omega\} \leq \liminf _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}^{-}}\left|\mu_{\varepsilon}\right| d x \leq \\
\leq \limsup _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}^{-}}\left|\mu_{\varepsilon}\right| d x \leq|\mu|(\Omega)
\end{gathered}
$$

which proves the proposition.

Finally, we prove the following properties of integrals of regularizations of measures.

Proposition 4.1.3. Let $\mu \in \mathcal{M}_{\mathrm{loc}}\left(\mathbf{R}^{n}\right)$. For every $\varepsilon>0$ let $\mu_{\varepsilon}$ be the regularization of $\mu$ defined by means of (4.1.1). Then, for every $\varphi \in C_{0}^{0}\left(\mathbf{R}^{n}\right)$ it results that

$$
\int_{\mathbf{R}^{n}} \varphi \mu_{\varepsilon} d x=\int_{\mathbf{R}^{n}} \varphi_{\varepsilon} d \mu
$$

and

$$
\int_{\mathbf{R}^{n}} \varphi \frac{\partial^{|\alpha|} \mu_{\varepsilon}}{\partial x^{\alpha}} d x=(-1)^{|\alpha|} \int_{\mathbf{R}^{n}} \frac{\partial^{|\alpha|} \varphi_{\varepsilon}}{\partial x^{\alpha}} d \mu \text { for every } \alpha \in(\mathbf{N} \cup\{0\})^{n}
$$

Proof. Let $\varphi$ be as above. Then by Fubini's theorem applied to both the positive and the negative parts of $\mu$, and the symmetry of the mollifier, it follows that

$$
\int_{\mathbf{R}^{n}} \varphi \mu_{\varepsilon} d x=\frac{1}{\varepsilon^{n}} \int_{\mathbf{R}^{n}} \varphi(x) \int_{\mathbf{R}^{n}} \rho\left(\frac{x-y}{\varepsilon}\right) d \mu(y) d x=
$$

$$
=\frac{1}{\varepsilon^{n}} \int_{\mathbf{R}^{n}} \int_{\mathbf{R}^{n}} \rho\left(\frac{x-y}{\varepsilon}\right) \varphi(x) d x d \mu(y)=\int_{\mathbf{R}^{n}} \varphi_{\varepsilon} d \mu .
$$

If now $\alpha \in(\mathbf{N} \cup\{0\})^{n}$, by Theorem 4.1.1, and again Fubini's theorem and the symmetry of the mollifier, it follows that

$$
\begin{gathered}
\int_{\mathbf{R}^{n}} \varphi \frac{\partial^{|\alpha|} \mu_{\varepsilon}}{\partial x^{\alpha}} d x=\frac{1}{\varepsilon^{n+|\alpha|}} \int_{\mathbf{R}^{n}} \varphi(x) \int_{\mathbf{R}^{n}} \frac{\partial^{|\alpha|} \rho}{\partial z^{\alpha}}\left(\frac{x-y}{\varepsilon}\right) d \mu(y) d x= \\
=\frac{1}{\varepsilon^{n+|\alpha|}} \int_{\mathbf{R}^{n}} \int_{\mathbf{R}^{n}} \frac{\partial^{|\alpha|} \rho}{\partial z^{\alpha}}\left(\frac{x-y}{\varepsilon}\right) \varphi(x) d x d \mu(y)= \\
=(-1)^{|\alpha|} \int_{\mathbf{R}^{n}} \frac{\partial^{|\alpha|} \varphi_{\varepsilon}}{\partial x^{\alpha}} d \mu
\end{gathered}
$$

The regularization process provides also approximation in energy, at least for summable functions. However, as we will prove in Chapter 7, such property holds also in the more general context of functions taking values in a Hausdorff locally convex topological vector space.

The main tool needed to get such approximation is Jensen's inequality, whose proof will be given in Chapter 7 in the above mentioned context.

Theorem 4.1.4 (Jensen's Inequality). Let $(\Omega, \mathcal{E})$ be a measure space, $\mu$ be a positive measure defined on $\mathcal{E}$ with $\mu(\Omega)=1$, and $f: \mathbf{R}^{m} \rightarrow[0,+\infty]$ be convex and lower semicontinuous. Then

$$
f\left(\int_{\Omega} w d \mu\right) \leq \int_{\Omega} f(w) d \mu \text { for every } w \in\left(L^{1}(\Omega, \mu)\right)^{m}
$$

We can now prove the approximation in energy result.
Lemma 4.1.5. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $f: \mathbf{R}^{m} \rightarrow[0,+\infty]$ be convex and lower semicontinuous. Then

$$
\int_{\Omega_{\varepsilon}^{-}} f\left(w_{\varepsilon}\right) d x \leq \int_{\Omega} f(w) d x \text { for every } w \in\left(L_{\mathrm{loc}}^{1}(\Omega)\right)^{m}, \varepsilon>0
$$

Proof. Let $w \in\left(L_{\mathrm{loc}}^{1}(\Omega)\right)^{m}$, and $\varepsilon>0$. Let $x \in \Omega_{\varepsilon}^{-}$, and let $\mu_{\varepsilon, x}$ be the positive measure defined for every $E \in \mathcal{L}_{n}(\Omega)$ by $\mu_{\varepsilon, x}(E)=\frac{1}{\varepsilon^{n}} \int_{E} \rho\left(\frac{x-y}{\varepsilon}\right) d y$. Then, since $\mu_{\varepsilon, x}(\Omega)=1$, by Jensen's inequality applied to $\mu_{\varepsilon, x}$, and by Theorem 2.3.2 it follows that

$$
\begin{aligned}
& f\left(w_{\varepsilon}(x)\right)=f\left(\frac{1}{\varepsilon^{n}} \int_{\Omega} \rho\left(\frac{x-y}{\varepsilon}\right) w(y) d y\right)=f\left(\int_{\Omega} w(y) d \mu_{\varepsilon, x}(y)\right) \leq \\
& \leq \int_{\Omega} f(w(y)) d \mu_{\varepsilon, x}(y)=\frac{1}{\varepsilon^{n}} \int_{\Omega} \rho\left(\frac{x-y}{\varepsilon}\right) f(w(y)) d y=(f(w))_{\varepsilon}(x)
\end{aligned}
$$

$$
\text { for every } x \in \Omega_{\varepsilon}^{-} \text {. }
$$

By integrating the above inequality over $\Omega_{\varepsilon}^{-}$, and by using Fubini's theorem we conclude that

$$
\begin{aligned}
& \int_{\Omega_{\varepsilon}^{-}} f\left(w_{\varepsilon}(x)\right) d x \leq \int_{\Omega_{\varepsilon}^{-}} \frac{1}{\varepsilon^{n}} \int_{\Omega} \rho\left(\frac{x-y}{\varepsilon}\right) f(w(y)) d y d x= \\
& =\int_{\Omega} f(w(y)) \frac{1}{\varepsilon^{n}} \int_{\Omega_{\varepsilon}^{-}} \rho\left(\frac{x-y}{\varepsilon}\right) d x d y \leq \int_{\Omega} f(w(y)) d y
\end{aligned}
$$

which proves the lemma.
Theorem 4.1.6. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $f: \mathbf{R}^{m} \rightarrow[0,+\infty]$ be convex and lower semicontinuous. Then the limit $\lim _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}^{-}} f\left(w_{\varepsilon}\right) d x$ exists, and

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}^{-}} f\left(w_{\varepsilon}\right) d x=\int_{\Omega} f(w) d x \text { for every } w \in\left(L_{\mathrm{loc}}^{1}(\Omega)\right)^{m} .
$$

Proof. Let $u \in\left(L_{\text {loc }}^{1}(\Omega)\right)^{m}$, and $A \subset \subset \Omega$. Then (4.1.6), Fatou's lemma, and Lemma 4.1.5 yield

$$
\begin{gathered}
\limsup _{\varepsilon \rightarrow 0} \int_{A} f(u) d x \leq \liminf _{\varepsilon \rightarrow 0} \int_{A} f\left(u_{\varepsilon}\right) d x \leq \liminf _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}^{-}} f\left(u_{\varepsilon}\right) d x \leq \\
\leq \limsup _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}^{-}} f\left(u_{\varepsilon}\right) d x \leq \int_{\Omega} f(u) d x
\end{gathered}
$$

from which the proof follows letting $A$ increase to $\Omega$.

## §4.2 BV Spaces

Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$.
For every $\mu \in \mathcal{M}(\Omega)$, and $i \in\{1, \ldots, n\}$ we say that the $i$-th weak partial derivative of $\mu$ is in $\mathcal{M}(\Omega)$ if there exists $\nu \in \mathcal{M}(\Omega)$ such that

$$
\int_{\Omega} \nabla_{i} \varphi d \mu=-\int_{\Omega} \varphi d \nu \text { for every } \varphi \in C_{0}^{\infty}(\Omega) .
$$

If this is the case, we denote by $D_{i} \mu$ the $i$-th weak partial derivative of $\mu$, and define the weak gradient of $\mu$ as the Borel vector measure $D \mu=$ $\left(D_{1} \mu, \ldots, D_{n} \mu\right)$.

Definition 4.2.1. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$. We define the space $B V(\Omega)$ of the functions of bounded variation in $\Omega$ as

$$
B V(\Omega)=\left\{(\mu, \nu) \in \mathcal{M}(\Omega) \times(\mathcal{M}(\Omega))^{n}: \nu=D \mu\right\}
$$

and the space of the functions of locally bounded variation in $\Omega$ as

$$
\begin{gathered}
B V_{\mathrm{loc}}(\Omega)=\left\{(\mu, \nu) \in \mathcal{M}_{\mathrm{loc}}(\Omega) \times\left(\mathcal{M}_{\mathrm{loc}}(\Omega)\right)^{n}:\right. \\
(\mu, \nu) \in B V(A) \text { for every } A \subset \subset \Omega\}
\end{gathered}
$$

According to Definition 4.2.1, given $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right), B V(\Omega)$ is a vector subspace of $(\mathcal{M}(\Omega))^{n+1}$. Nevertheless, by using just the definition of weak partial derivative, and the density of $C_{0}^{\infty}(\Omega)$ in $C_{0}^{0}(\Omega)$ endowed with the $C_{\mathrm{b}}^{0}(\Omega)$ topology, it is easy to verify that, if $(\mu, D \mu) \in B V(\Omega)$, then $D \mu$ is uniquely determined by $\mu$. Consequently, the application $(\mu, D \mu) \in$ $B V(\Omega) \mapsto \mu \in \mathcal{M}(\Omega)$ turns out to be an injection, that allows $B V(\Omega)$ to be identified with $\{\mu \in \mathcal{M}(\Omega):(\mu, D \mu) \in B V(\Omega)\}$, and therefore to see it as a space of Borel real measures on $\Omega$.

Actually, even more can be said, and all is based on the following inequality for smooth functions, that we prove for the sake of completeness.

Lemma 4.2.2. Let $u \in C_{0}^{1}\left(\mathbf{R}^{n}\right)$. Then

$$
\int_{\mathbf{R}^{n}}|T[h] u-u| d x \leq|h| \int_{\mathbf{R}^{n}}|\nabla u| d x \text { for every } h \in \mathbf{R}^{n} .
$$

Proof. Let $h$ be as above. Then obviously

$$
\begin{gathered}
|u(x+h)-u(x)|=\left|\int_{0}^{1} \nabla u(x+t h) \cdot h d t\right| \leq|h| \int_{0}^{1}|\nabla u(x+t h)| d t \\
\text { for every } x \in \mathbf{R}^{n}
\end{gathered}
$$

from which, by using Fubini's theorem, we obtain that

$$
\begin{gathered}
\int_{\mathbf{R}^{n}}|u(x+h)-u(x)| d x \leq|h| \int_{\mathbf{R}^{n}} \int_{0}^{1}|\nabla u(x+t h)| d t d x= \\
=|h| \int_{0}^{1} \int_{\mathbf{R}^{n}}|\nabla u(x+t h)| d x d t=|h| \int_{0}^{1} \int_{\mathbf{R}^{n}}|\nabla u(y)| d y d t= \\
=|h| \int_{\mathbf{R}^{n}}|\nabla u(y)| d y
\end{gathered}
$$

which proves the lemma.

Proposition 4.2.3. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $\mu \in B V(\Omega)$. Then $\mu$ is absolutely continuous with respect to $\mathcal{L}^{n}$.

Proof. By using Corollary 2.4.3 it suffices to prove that the restriction of $\mu$ to $\mathcal{B}(K)$ is absolutely continuous with respect to $\mathcal{L}^{n}$ for every compact subset $K$ of $\Omega$, and it is clear that this holds if the restriction of $\mu$ to $\mathcal{B}(B)$ is absolutely continuous with respect to $\mathcal{L}^{n}$ for every open ball $B \subset \subset \Omega$.

Let $B_{r}\left(x_{0}\right) \subset \subset \Omega$ be an open ball centred in $x_{0} \in \Omega$ and with radius $r$, and let, for every $\varepsilon>0$ sufficiently small $\mu_{\varepsilon}: x \in B_{r-\varepsilon}\left(x_{0}\right) \mapsto$ $\frac{1}{\varepsilon^{n}} \int_{B_{r}\left(x_{0}\right)} \rho\left(\frac{x-y}{\varepsilon}\right) d \mu(y)$ be the regularization of $\mu$ defined in (4.1.1).

Let $\varepsilon>0$. Then, since for every $x \in B_{r-\varepsilon}\left(x_{0}\right)$ the function $\rho\left(\frac{x-\dot{\varepsilon}}{\varepsilon}\right) \in$ $C_{0}^{\infty}\left(B_{r}\left(x_{0}\right)\right)$, by Theorem 4.1.1 it follows that

$$
\nabla \mu_{\varepsilon}(x)=-\frac{1}{\varepsilon^{n}} \int_{B_{r}\left(x_{0}\right)} \nabla_{y} \rho\left(\frac{x-\cdot}{\varepsilon}\right)(y) d \mu(y),
$$

from which, since $\mu \in B V(\Omega)$, it results that

$$
\begin{equation*}
\nabla \mu_{\varepsilon}(x)=\frac{1}{\varepsilon^{n}} \int_{B_{r}\left(x_{0}\right)} \rho\left(\frac{x-y}{\varepsilon}\right)(y) d D \mu(y)=(D \mu)_{\varepsilon}(x) \tag{4.2.1}
\end{equation*}
$$

$$
\text { for every } x \in B_{r-\varepsilon}\left(x_{0}\right)
$$

Let now $\sigma \in] 0, r\left[\right.$, and $\varphi \in C_{0}^{\infty}\left(B_{r}\left(x_{0}\right)\right.$ be such that $0 \leq \varphi(x) \leq 1$ for every $x \in \mathbf{R}^{n}$, and $\varphi(x)=1$ for every $x \in B_{r-\sigma}\left(x_{0}\right)$. Then, by (4.2.1), and by Theorem 4.1.1, it thus comes that

$$
\begin{gather*}
\int_{\mathbf{R}^{n}}\left|\varphi \mu_{\varepsilon}\right| d x \leq \int_{\operatorname{spt}(\varphi)}\left|\mu_{\varepsilon}\right| d x \leq \int_{B_{r-\varepsilon}\left(x_{0}\right)}\left|\mu_{\varepsilon}\right| d x \leq|\mu|\left(B_{r}\left(x_{0}\right)\right)  \tag{4.2.2}\\
\text { for every } \varepsilon \in] 0, \operatorname{dist}\left(\operatorname{spt}(\varphi), \partial B_{r}\left(x_{0}\right)[ \right.
\end{gather*}
$$

and

$$
\begin{gathered}
\int_{\mathbf{R}^{n}}\left|\nabla\left(\varphi \mu_{\varepsilon}\right)\right| d x \leq \int_{\operatorname{spt}(\varphi)}\left|\nabla \mu_{\varepsilon}\right| d x+\int_{\operatorname{spt}(\varphi)}\left|\mu_{\varepsilon}\right||\nabla \varphi| d x \leq \\
\leq \int_{B_{r-\varepsilon}\left(x_{0}\right)}\left|(D \mu)_{\varepsilon}\right| d x+\||\nabla \varphi|\|_{C^{0}\left(B_{r}\left(x_{0}\right)\right)} \int_{B_{r-\varepsilon}\left(x_{0}\right)}\left|\mu_{\varepsilon}\right| d x \leq \\
\leq|D \mu|\left(B_{r}\left(x_{0}\right)\right)+\||\nabla \varphi|\|_{C^{0}\left(B_{r}\left(x_{0}\right)\right)}|\mu|\left(B_{r}\left(x_{0}\right)\right) \\
\quad \text { for every } \varepsilon \in] 0, \operatorname{dist}\left(\operatorname{spt}(\varphi), \partial B_{r}\left(x_{0}\right)[,\right.
\end{gathered}
$$

from which, together with Lemma 4.2.2, it results that

$$
\begin{equation*}
\int_{\mathbf{R}^{n}}\left|T[h]\left(\varphi \mu_{\varepsilon}\right)-\varphi \mu_{\varepsilon}\right| d x \leq \tag{4.2.3}
\end{equation*}
$$

$$
\begin{aligned}
\leq & |h|\left(|D \mu|\left(B_{r}\left(x_{0}\right)\right)+\| \| \nabla \varphi\left|\|_{C^{0}\left(B_{r}\left(x_{0}\right)\right)}\right| \mu \mid\left(B_{r}\left(x_{0}\right)\right)\right) \\
& \text { for every } \varepsilon \in] 0, \operatorname{dist}\left(\operatorname{spt}(\varphi), \partial B_{r}\left(x_{0}\right)\left[, h \in \mathbf{R}^{n} .\right.\right.
\end{aligned}
$$

By (4.2.2) and (4.2.3), Theorem 2.2.8 applies, and the compactness of $\left\{\varphi \mu_{\varepsilon}\right\}_{\varepsilon \in] 0, \operatorname{dist}\left(\operatorname{spt}(\varphi), \partial B_{r}\left(x_{0}\right)[ \right.}$ in $L^{1}\left(\mathbf{R}^{n}\right)$ follows. Because of this, also
 together with the weak*- $\left(\mathcal{M}\left(B_{r-\sigma}\left(x_{0}\right)\right)^{m}\right.$-convergence of $\left\{\mu_{\varepsilon} \mathcal{L}^{n}\right\}_{\varepsilon>0}$ to $\mu$ given by Theorem 4.1.1, in turn implies that, for every $\sigma \in] 0, r[$, the restriction of $\mu$ to $\mathcal{B}\left(B_{r-\sigma}\left(x_{0}\right)\right)$ is absolutely continuous with respect to $\mathcal{L}^{n}$.

Such property provides that the restriction of $\mu$ to $\mathcal{B}\left(B_{r}\left(x_{0}\right)\right)$ is absolutely continuous with respect to $\mathcal{L}^{n}$, and hence the proposition.

Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$.
If for every $\mu \in \mathcal{M}(\Omega)$ absolutely continuous with respect to $\mathcal{L}^{n}$ we identify $\mu$ with its Radon-Nikodym derivative, and vice-versa for every $u \in$ $L^{1}(\Omega)$ we identify $u$ with $u \mathcal{L}^{n}$, and set, provided $D\left(u \mathcal{L}^{n}\right) \in(\mathcal{M}(\Omega))^{n}$, $D u=D\left(u \mathcal{L}^{n}\right)$, then by Proposition 4.2 .3 we conclude that

$$
B V(\Omega)=\left\{u \in L^{1}(\Omega): D u \in(\mathcal{M}(\Omega))^{n}\right\}
$$

and of course that

$$
B V_{\mathrm{loc}}(\Omega)=\left\{u \in L_{\mathrm{loc}}^{1}(\Omega): u \in B V(A) \text { for every } A \subset \subset \Omega\right\}
$$

We observe explicitly that, according to the definitions of Chapter 2, if $u \in B V_{\text {loc }}(\Omega$, then $D u$ turns out to be a Radon measure on $\Omega$.

Since $B V(\Omega)$ is a subset of $(\mathcal{M}(\Omega))^{n+1}$, it naturally inherits its topological structures.

In particular, $B V(\Omega)$ becomes a normed space with the $(\mathcal{M}(\Omega))^{n+1}$ norm. We denote such norm functional as

$$
\|\cdot\|_{B V(\Omega)}: u \in B V(\Omega) \mapsto\|u\|_{L^{1}(\Omega)}+|D u|(\Omega)
$$

and, as usual, we denote again by $B V(\Omega)$ the strong topology of $B V(\Omega)$.
In addition, $B V(\Omega)$ also inherits the weak*- $(\mathcal{M}(\Omega))^{n+1}$ topology of $(\mathcal{M}(\Omega))^{n+1}$. In this case, the following result holds.
Proposition 4.2.4. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$. Then $B V(\Omega)$ is a weak ${ }^{*}(\mathcal{M}(\Omega))^{n+1}$ closed subspace of $(\mathcal{M}(\Omega))^{n+1}$.

Proof. Follows immediately once we observe that

$$
\begin{gathered}
B V(\Omega)= \\
=\cap_{\varphi \in C_{0}^{\infty}(\Omega)}\left\{(\mu, \nu) \in \mathcal{M}(\Omega) \times(\mathcal{M}(\Omega))^{n}: \int_{\Omega} \nabla \varphi d \mu+\int_{\Omega} \varphi d \nu=0\right\}
\end{gathered}
$$

and that the sets in the right-hand side of the above equality are weak*$(\mathcal{M}(\Omega))^{n+1}$ closed since, for every $\varphi \in C_{0}^{\infty}(\Omega)$, the functional $(\mu, \nu) \in$ $\mathcal{M}(\Omega) \times(\mathcal{M}(\Omega))^{n} \mapsto \int_{\Omega} \nabla \varphi d \mu+\int_{\Omega} \varphi d \nu$ is weak $^{*}-(\mathcal{M}(\Omega))^{n+1}$ continuous.

Proposition 4.2.4 has some important consequences. First of all, it implies that $B V(\Omega)$ is weak*$-(\mathcal{M}(\Omega))^{n+1}$ sequentially complete, since it is a subspace of $(\mathcal{M}(\Omega))^{n+1}$ closed in weak*- $(\mathcal{M}(\Omega))^{n+1}$, and since $(\mathcal{M}(\Omega))^{n+1}$ is sequentially weak ${ }^{*}-(\mathcal{M}(\Omega))^{n+1}$ complete by the Banach-Steinhaus Theorem. Moreover, since $B V(\Omega)$ is also a $(\mathcal{M}(\Omega))^{n+1}$ closed subspace of $(\mathcal{M}(\Omega))^{n+1}$, it turns out to be a Banach space too.

A sequence in $B V(\Omega)$ that converges in the weak ${ }^{*}(\mathcal{M}(\Omega))^{n+1}$ topology turns out to be bounded in $B V(\Omega)$. Conversely, the following compactness result holds.

Proposition 4.2.5. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $\left\{u_{h}\right\} \subseteq B V(\Omega)$ be $B V(\Omega)$ bounded. Then there exist $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing, and $u \in B V(\Omega)$ such that

$$
u_{h_{k}} \rightarrow u \text { in }^{\text {weak }}-(\mathcal{M}(\Omega))^{n+1} .
$$

Proof. Follows from Theorem 2.4.10, and Proposition 4.2.4.
With an abuse of notation, we denote by weak*- $B V(\Omega)$ the topology on $B V(\Omega)$ induced from the one of $\mathcal{M}(\Omega) \times\left(\right.$ weak $\left.^{*}-(\mathcal{M}(\Omega))^{n}\right)$, namely from the product of the strong topology of $\mathcal{M}(\Omega)$ and of the weak* one of $(\mathcal{M}(\Omega))^{n}$. In particular, once we see $B V(\Omega)$ as a space of functions, given $\left\{u_{h}\right\} \subseteq B V(\Omega)$ and $u \in B V(\Omega)$, it turns out that $u_{h} \rightarrow u$ in weak*- $B V(\Omega)$ if and only if $u_{h} \rightarrow u$ in $L^{1}(\Omega)$ and $D u_{h} \rightarrow D u$ in weak*$-(\mathcal{M}(\Omega))^{n}$.

It is clear that the weak*-BV( $\Omega)$ topology is finer than the weak*$(\mathcal{M}(\Omega))^{n+1}$ one. Because of this and of the completeness of $\mathcal{M}(\Omega)$, once we endow $B V(\Omega)$ with the weak*- $B V(\Omega)$ topology, $B V(\Omega)$ becomes a sequentially complete Hausdorff locally convex topological vector space. Therefore, if $\left\{u_{h}\right\} \subseteq B V(\Omega)$ is such that $\left\{u_{h}\right\}$ is a Cauchy sequence in $L^{1}(\Omega)$, and for every $\psi \in\left(\widehat{C}_{0}^{0}(\Omega)\right)^{n},\left\{\int_{\Omega} \psi D u{ }_{h}\right\}$ is a Cauchy sequence in $\mathbf{R}$, then there exists $u \in B V(\Omega)$ such that $u_{h} \rightarrow u$ in weak*- $B V(\Omega)$, namely such that $u_{h} \rightarrow u$ in $L^{1}(\Omega)$, and $D u_{h} \rightarrow D u$ in weak $^{*}-(\mathcal{M}(\Omega))^{n}$. We refer to [ABF, Remark 3.12] for a description of $B V$ spaces as a dual spaces.

Given $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $u$ in $B V(\Omega)$, Lebesgue Decomposition Theorem yields $D u=(D u)^{\mathrm{a}}+(D u)^{\mathrm{s}}$, where $(D u)^{\mathrm{a}}$ is the absolutely continuous part of $D u$ with respect to Lebesgue measure and $(D u)^{s}$ is its singular part. For the sake of simplicity, it is standard to set $D^{\mathrm{a}} u=(D u)^{\mathrm{a}}, D^{\mathrm{s}} u=(D u)^{\mathrm{s}}$, and denote by $\nabla u=\left(\nabla_{1} u, \ldots, \nabla_{n} u\right)$ the Radon-Nikodym derivative of $D^{\mathrm{a}} u$ with respect to $\mathcal{L}^{n}$, i.e. $\nabla u=\frac{d D^{\mathrm{a}} u}{d \mathcal{L}^{n}}$. We also denote by $\nabla^{\mathrm{s}} u$ the Radon-Nikodym derivative of $D^{\mathrm{s}} u$ with respect to $\left|D^{\mathrm{s}} u\right|$, i.e. $\nabla^{\mathrm{s}} u=\frac{d D^{\mathrm{s}} u}{d \mid D^{\mathrm{s}} u}$.

If $u \in B V\left(\mathbf{R}^{n}\right)$, and $x_{0} \in \mathbf{R}^{n}$ it results that $T\left[x_{0}\right] u \in B V\left(\mathbf{R}^{n}\right)$. In fact

$$
\begin{gathered}
\int_{\mathbf{R}^{n}} T\left[x_{0}\right] u \nabla \varphi d x=\int_{\mathbf{R}^{n}} u \nabla\left(T\left[-x_{0}\right] \varphi\right) d x=-\int_{\mathbf{R}^{n}} T\left[-x_{0}\right] \varphi d D u= \\
=-\int_{\mathbf{R}^{n}} \varphi d\left(T\left[x_{0}\right] D u\right) \text { for every } \varphi \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)
\end{gathered}
$$

from which we also conclude that $D\left(T\left[x_{0}\right] u\right)=T\left[x_{0}\right] D u$. Because of this, and by Theorem 2.3.5, we thus deduce that $\nabla T\left[x_{0}\right] u=T\left[x_{0}\right] \nabla u$, and $\nabla^{\mathrm{s}} T\left[x_{0}\right] u=T\left[x_{0}\right] \nabla^{\mathrm{s}} u$.

A quite different way to introduce $B V$ functions is by mean of variations.

Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$. For every $u \in L_{\text {loc }}^{1}(\Omega)$ the symbol $\int_{\Omega}|D u|$ denotes the variation of $u$ on $\Omega$ defined as

$$
\int_{\Omega}|D u|=\sup \left\{\int_{\Omega} u \operatorname{div} \varphi d x: \varphi \in\left(C_{0}^{1}(\Omega)\right)^{n},|\varphi| \leq 1 \text { in } \Omega\right\}
$$

For every $u \in L_{\mathrm{loc}}^{1}(\Omega)$, the variation of $u$ on $\Omega$ in general belongs to $[0,+\infty]$, and it can actually assume the value $+\infty$. Nevertheless, the following result characterizes, by means of $B V$ spaces, the set where it is finite.

Proposition 4.2.6. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $u \in L^{1}(\Omega)$. Then

$$
\int_{\Omega}|D u|= \begin{cases}|D u|(\Omega) & \text { if } u \in B V(\Omega) \\ +\infty & \text { if } u \in L^{1}(\Omega) \backslash B V(\Omega)\end{cases}
$$

Proof. If $u \in B V(\Omega)$, then the density of $C_{0}^{1}(\Omega)$ in $\widehat{C}_{0}^{0}(\Omega)$ yields

$$
\int_{\Omega}|D u|=\sup \left\{\int_{\Omega} \varphi \cdot d D_{i} u: \varphi \in\left(\widehat{C}_{0}^{0}(\Omega)\right)^{n},|\varphi| \leq 1 \text { in } \Omega\right\}=|D u|(\Omega)
$$

If now $u \in L^{1}(\Omega) \backslash B V(\Omega)$, we assume by contradiction that $\int_{\Omega}|D u|<$ $+\infty$. Then the functional $\varphi \in\left(C_{0}^{1}(\Omega)\right)^{n} \mapsto \int_{\Omega} u \operatorname{div} \varphi d x$ turns out to be linear and continuous on $\left(C_{0}^{1}(\Omega)\right)^{n}$ endowed with the $\left(C_{\mathrm{b}}^{0}(\Omega)\right)^{n}$ topology, and, again by the above density argument, it can be extended to a linear and continuous functional, say $L$, on $\left(\widehat{C}_{0}^{0}(\Omega)\right)^{n}$ such that $\|L\|=\int_{\Omega}|D u|$.

On the other side, the Riesz Representation Theorem provides $\mu \in$ $(\mathcal{M}(\Omega))^{n}$ for which $L(\varphi)=\int_{\Omega} \varphi d \mu$ for every $\varphi \in\left(\widehat{C}_{0}^{0}(\Omega)\right)^{n}$, and $\|L\|=$ $|\mu|(\Omega)$. Consequently, it turns out that

$$
\int_{\Omega} \varphi d \mu=\int_{\Omega} u \operatorname{div} \varphi d x \text { for every } \varphi \in\left(C_{0}^{1}(\Omega)\right)^{n}
$$

from which we conclude that $u \in B V(\Omega)$, thus getting a contradiction. Therefore $\int_{\Omega}|D u|=+\infty$, and the proof follows.

In particular, by Proposition 4.2.6 it follows that, for a given $\Omega \in$ $\mathcal{A}\left(\mathbf{R}^{n}\right), u \in B V(\Omega)$ if and only if $u \in L^{1}(\Omega)$ and $\int_{\Omega}|D u|<+\infty$.

Again by Proposition 4.2.6, the following lower semicontinuity result for the variation of $L^{1}$ functions holds.

Theorem 4.2.7. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$. Then $u \in L^{1}(\Omega) \mapsto \int_{\Omega}|D u|$ is $L^{1}(\Omega)$ lower semicontinuous.

Proof. Follows once we observe that the variation functional is the pointwise supremum of the family of $L^{1}(\Omega)$-lower semicontinuous functionals $u \in L^{1}(\Omega) \mapsto \int_{\Omega} u \operatorname{div} \varphi d x$, as $\varphi$ varies among the elements of $\left(C_{0}^{1}(\Omega)\right)^{n}$ satisfying $|\varphi| \leq 1$ in $\Omega$.
$B V$ spaces may possess genuine discontinuities. For example, if $\Omega \in \mathcal{A}_{0}$ has Lipschitz boundary, and satisfies $\mathcal{H}^{n-1}(\partial \Omega)<+\infty$, then it is possible to prove that $\chi_{\Omega} \in B V\left(\mathbf{R}^{n}\right)$, and that $D \chi_{\Omega}(B)=D^{\mathrm{s}} \chi_{\Omega}(B)=$ $-\int_{B \cap \partial \Omega} \mathbf{n}_{\Omega} d \mathcal{H}^{n-1}$ for every $B \in \mathcal{B}(\Omega)$.

Since the gradients of $B V$ functions, in general, need not be absolutely continuous with respect to $\mathcal{L}^{n}$, we conclude that smooth functions cannot be dense in $B V$ spaces endowed with their norm topology. Nevertheless the following weaker results hold.

Proposition 4.2.8. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $u \in B V_{\text {loc }}(\Omega)$. For every $\varepsilon>0$ let $u_{\varepsilon}$ be the regularization of $u$ defined by (4.1.2). Then $u_{\varepsilon} \rightarrow u$ in weak*$B V(A)$ for every $A \subset \subset \Omega$. Moreover, the limit $\lim _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}^{-}}\left|\nabla u_{\varepsilon}\right| d x$ exists, and

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}^{-}}\left|\nabla u_{\varepsilon}\right| d x=|D u|(\Omega) .
$$

Proof. The same argument used in the proof of Proposition 4.2 .3 yields $\nabla u_{\varepsilon}(x)=(D u)_{\varepsilon}(x)$ for every $x \in \Omega_{\varepsilon}^{-}$. Consequently, the part of the proof concerning the convergence of $\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ follows from Theorem 4.1.1, whilst the remaining one from Proposition 4.1.2.

Theorem 4.2.9. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $u \in B V(\Omega)$. Then there exists $\left\{u_{h}\right\} \subseteq B V(\Omega) \cap C^{\infty}(\Omega)$ such that $u_{h} \rightarrow u$ in $L^{1}(\Omega)$, and

$$
\lim _{h \rightarrow+\infty} \int_{\Omega}\left|\nabla u_{h}\right| d x=|D u|(\Omega)
$$

As already sketched in Lemma 4.2.2, the property of $B V$ functions to posses weak gradients that are measures with finite total variation implies a higher summability property on the functions themselves.
Theorem 4.2.10. Let $\Omega \in \mathcal{A}_{0}$ have Lipschitz boundary. Then $B V(\Omega)$ continuously embeds in $L^{\frac{n}{n-1}}(\Omega)$, and there exists $C_{n, \Omega}>0$ such that

$$
\|u\|_{L^{\frac{n}{n-1}}(\Omega)} \leq C_{n, \Omega}\|u\|_{B V(\Omega)} \text { for every } u \in B V(\Omega) .
$$

The above imbedding theorem is specified by the following compactness result.

Theorem 4.2.11. Let $\Omega \in \mathcal{A}_{0}$ have Lipschitz boundary, and let $\left\{u_{h}\right\}$ be bounded in $B V(\Omega)$. Then there exist $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing, and $u \in B V(\Omega)$ such that

$$
u_{h_{k}} \rightarrow u \text { in } \cap_{q \in\left[1, \frac{n}{n-1}[ \right.} L^{q}(\Omega)
$$

If $\Omega$ has Lipschitz boundary, then it turns out that the functions in $B V(\Omega)$ have traces on $\partial \Omega$ in the sense that for every $u \in B V(\Omega)$ it is possible to define a function on $\partial \Omega$ that can be thought as giving the values of $u$ on $\partial \Omega$. Its properties are summarized by the following trace theorem for $B V$ spaces.

Theorem 4.2.12 (Trace Theorem for $B V$ Functions). Let $\Omega \in \mathcal{A}_{0}$ have Lipschitz boundary. Then there exists a surjective bounded linear operator $\gamma_{\Omega}: B V(\Omega) \rightarrow L^{1}\left(\partial \Omega, \mathcal{H}^{n-1}\right)$ such that
$\left(\gamma_{\Omega} u\right)(x)=u(x)$ for every $u \in B V(\Omega) \cap C^{0}(\bar{\Omega})$, and for $\mathcal{H}^{n-1}$-a.e. $x \in \partial \Omega$.

Moreover

$$
\begin{gathered}
\int_{\Omega} u \operatorname{div} \varphi d x=-\int_{\Omega} \varphi \cdot d D u+\int_{\partial \Omega} \varphi \gamma_{\Omega} u \cdot \mathbf{n}_{\Omega} d \mathcal{H}^{n-1} \\
\text { for every } u \in B V(\Omega), \varphi \in\left(C^{1}\left(\mathbf{R}^{n}\right)\right)^{n}
\end{gathered}
$$

and

$$
\lim _{r \rightarrow 0^{+}} \frac{1}{\mathcal{L}^{n}\left(\Omega \cap B_{r}(x)\right)} \int_{\Omega \cap B_{r}(x)}\left|u(y)-\left(\gamma_{\Omega} u\right)(x)\right| d y=0
$$

for every $u \in B V(\Omega)$, and for $\mathcal{H}^{n-1}$-a.e. $x \in \partial \Omega$.

Given $\Omega$ as in the Trace Theorem for $B V$ Functions, the operator $\gamma_{\Omega}$ is called the trace operator on $\partial \Omega$, and, if $u \in B V(\Omega)$, the function $\gamma_{\Omega} u$ is called the trace of $u$ on $\partial \Omega$.
$B V$ functions behave quite nicely with respect to extension processes, as proved by the following result.

Proposition 4.2.13. Let $\Omega, \Omega^{\prime} \in \mathcal{A}_{0}$ have Lipschitz boundary be such that $\Omega \subset \subset \Omega^{\prime}, u \in B V(\Omega)$, and $v \in B V\left(\Omega^{\prime} \backslash \bar{\Omega}\right)$. Then the function $w$ defined as $w=\left\{\begin{array}{ll}u & \text { in } \Omega \\ v & \text { in } \Omega^{\prime} \backslash \bar{\Omega}\end{array}\right.$ is in $B V\left(\Omega^{\prime}\right)$, and

$$
D w(E)=\int_{E}\left(\gamma_{\Omega} v-\gamma_{\Omega^{\prime} \backslash \bar{\Omega}} u\right) \mathbf{n}_{\Omega} d \mathcal{H}^{n-1} \text { for every } E \in \mathcal{B}(\partial \Omega)
$$

In particular, by Proposition 4.2.13 it follows that, if $\Omega \in \mathcal{A}_{0}$ has Lipschitz boundary, and $u \in B V(\Omega)$, then the function $w$ defined as $w=$ $\left\{\begin{array}{ll}u & \text { in } \Omega \\ 0 & \text { in } \mathbf{R}^{n} \backslash \Omega\end{array}\right.$ is in $B V\left(\mathbf{R}^{n}\right)$, and

$$
D w(E)=-\int_{E} \gamma_{\Omega} u \mathbf{n}_{\Omega} d \mathcal{H}^{n-1} \text { for every } E \in \mathcal{B}(\partial \Omega)
$$

## $\S 4.3$ Sobolev Spaces

Once defined $B V$ spaces, it is straightforward to define Sobolev spaces as their particular subspaces.

Definition 4.3.1. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $p \in[1,+\infty]$. We define the Sobolev space $W^{1, p}(\Omega)$ as

$$
W^{1, p}(\Omega)=\left\{u \in B V(\Omega): u \in L^{p}(\Omega), D^{\mathrm{s}} u=0, \nabla u \in\left(L^{p}(\Omega)\right)^{n}\right\}
$$

and

$$
W_{\mathrm{loc}}^{1, p}(\Omega)=\left\{u \in B V_{\mathrm{loc}}(\Omega): u \in W^{1, p}(A) \text { for every } A \subset \subset \Omega\right\}
$$

In other words, given $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $p \in[1,+\infty], W^{1, p}(\Omega)$ is the set of the functions $u$ in $L^{p}(\Omega)$ such that the weak gradient of $u \mathcal{L}^{n}$ is absolutely continuous with respect to $\mathcal{L}^{n}$, and has its Radon-Nikodym derivative in $\left(L^{p}(\Omega)\right)^{n}$. We call such functions Sobolev functions.

The examples of the previous section of functions in $B V(\Omega)$ with singular weak gradient prove that, in general, $B V(\Omega) \neq W^{1,1}(\Omega)$.

Given $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $p \in[1,+\infty], W^{1, p}(\Omega)$ is a vector subspace of $\left(L^{p}(\Omega)\right)^{n+1}$. Moreover, since a $B V(\Omega)$ function $u$ uniquely determines $D u$, it is immediately verified that a $W^{1, p}(\Omega)$ function $u$ uniquely determines $\nabla u$, and therefore that $W^{1, p}(\Omega)$ can be identified with a subspace of $L^{p}(\Omega)$.

Since $W^{1, p}(\Omega)$ is a subset of $\left(L^{p}(\Omega)\right)^{n+1}$, it naturally inherits its topological structures.

In particular, $W^{1, p}(\Omega)$ becomes a normed space with the $\left(L^{p}(\Omega)\right)^{n+1}$ norm. We denote such norm functional as

$$
\|\cdot\|_{W^{1, p}(\Omega)}: u \in W^{1, p}(\Omega) \mapsto\|u\|_{L^{p}(\Omega)}+\||\nabla u|\|_{L^{p}(\Omega)}
$$

and, as usual, we denote again by $W^{1, p}(\Omega)$ the strong topology of $W^{1, p}(\Omega)$.
We also denote with $W_{\text {loc }}^{1, p}(\Omega)$ the topology on $W_{\text {loc }}^{1, p}(\Omega)$ generated by the family of seminorms $u \in W_{\text {loc }}^{1, p}(\Omega) \mapsto\|u\|_{W^{1, p}(A)}$ as $A \subset \subset \Omega$, and with
$\cap_{q \in[1, p[ } W_{\text {loc }}^{1, q}(\Omega)$ the one on $\cap_{q \in[1, p} W_{\text {loc }}^{1, q}(\Omega)$ generated by the family of seminorms $u \in \cap_{q \in[1, p[ } W_{\text {loc }}^{1, q}(\Omega) \mapsto\|u\|_{W^{1, q}(A)}$ as $q \in[1, p[$, and $A \subset \subset \Omega$. Once endowed with their respective topologies, $W_{\text {loc }}^{1, p}(\Omega)$, and $\cap_{q \in[1, p[ } W_{\text {loc }}^{1, q}(\Omega)$ turn out to be complete metrizable topological vector spaces.

If in addition $\Omega \in \mathcal{A}_{0}$, we denote again with $\cap_{q \in[1, p[ } W^{1, q}(\Omega)$ the topology on $\cap_{q \in[1, p[ } W^{1, q}(\Omega)$ generated by the family of seminorms $u \in$ $\cap_{q \in[1, p[ } W^{1, q}(\Omega) \mapsto\|u\|_{W^{1, q}(\Omega)}$, as $q$ varies in $[1, p[$. Once endowed with the $\cap_{q \in[1, p[ } W^{1, q}(\Omega)$ topology, $\cap_{q \in[1, p[ } W^{1, q}(\Omega)$ turns out to be a complete metrizable topological vector space.

If $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $p \in\left[1,+\infty\left[, W^{1, p}(\Omega)\right.\right.$ also inherits the weak$\left(L^{p}(\Omega)\right)^{n+1}$ topology of $\left(L^{p}(\Omega)\right)^{n+1}$, whilst, if $p=+\infty, W^{1, \infty}(\Omega)$ inherits the weak*- $\left(L^{\infty}(\Omega)\right)^{n+1}$ one of $\left(L^{\infty}(\Omega)\right)^{n+1}$. In all the cases, it is easy to prove the following result.
Proposition 4.3.2. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$. Then $W^{1, p}(\Omega)$ is a weak- $\left(L^{p}(\Omega)\right)^{n+1}$ closed subspace of $\left(L^{p}(\Omega)\right)^{n+1}$, for every $p \in\left[1,+\infty\left[\right.\right.$, and $W^{1, \infty}(\Omega)$ is a weak ${ }^{*}-\left(L^{\infty}(\Omega)\right)^{n+1}$ closed subspace of $\left(L^{\infty}(\Omega)\right)^{n+1}$.

Proof. Follows immediately once we observe that

$$
\begin{gathered}
W^{1, p}(\Omega)= \\
=\cap_{\varphi \in C_{0}^{\infty}(\Omega)}\left\{(u, v) \in L^{p}(\Omega) \times\left(L^{p}(\Omega)\right)^{n}: \int_{\Omega} u \nabla \varphi d x+\int_{\Omega} v \varphi d x=0\right\},
\end{gathered}
$$

and that the sets in the right-hand side of the above equality are weak$\left(L^{p}(\Omega)\right)^{n+1}$ closed for every $p \in\left[1,+\infty\left[\right.\right.$, and weak*- $\left(L^{\infty}(\Omega)\right)^{n+1}$ closed if $p=+\infty$ since, for every $\varphi \in C_{0}^{\infty}(\Omega)$, the functional $(u, v) \in L^{p}(\Omega) \times$ $\left(L^{p}(\Omega)\right)^{n} \mapsto \int_{\Omega} u \nabla \varphi d x+\int_{\Omega} v \varphi d x$ is weak- $\left(L^{p}(\Omega)\right)^{n+1}$ continuous for every $p \in\left[1,+\infty\left[\right.\right.$, and weak*- $\left(L^{\infty}(\Omega)\right)^{n+1}$ continuous if $p=+\infty$.

As consequence, given $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, from Proposition 4.3 .2 it follows that, for every $p \in[1,+\infty], W^{1, p}(\Omega)$ is also a $\left(L^{p}(\Omega)\right)^{n+1}$ closed subspace of $\left(L^{p}(\Omega)\right)^{n+1}$. Consequently it turns out to be a Banach space.

Moreover, being for $p \in] 1,+\infty\left[W^{1, p}(\Omega)\right.$ a closed subspace of the reflexive space $\left(L^{p}(\Omega)\right)^{n+1}$, it turns out to be reflexive too. Because of this, from Banach-Steinhaus Theorem and Proposition 4.3.2, it also follows that, for $p \in] 1,+\infty], W^{1, p}(\Omega)$ is sequentially complete once we endow it with the weak- $\left(L^{p}(\Omega)\right)^{n+1}$ topology if $\left.p \in\right] 1,+\infty\left[\right.$, or with the weak*- $\left(L^{\infty}(\Omega)\right)^{n+1}$ one if $p=+\infty$.

If $p \in\left[1,+\infty\left[\right.\right.$, we denote by weak- $W^{1, p}(\Omega)$ the topology on $W^{1, p}(\Omega)$ induced from the weak- $\left(L^{p}(\Omega)\right)^{n+1}$ one of $\left(L^{p}(\Omega)\right)^{n+1}$. Once endowed with the weak- $W^{1, p}(\Omega)$ topology, $W^{1, p}(\Omega)$ becomes a Hausdorff locally convex topological vector space, sequentially complete if $p \in] 1,+\infty[$. With an abuse of notation, we denote by weak ${ }^{*}-W^{1, \infty}(\Omega)$ the topology on $W^{1, \infty}(\Omega)$ induced from the weak*- $\left(L^{\infty}(\Omega)\right)^{n+1}$ one of $\left(L^{\infty}(\Omega)\right)^{n+1}$. Once endowed
with the weak*- $W^{1, \infty}(\Omega)$ topology, $W^{1, \infty}(\Omega)$ becomes a sequentially complete Hausdorff locally convex topological vector space.

It is worth while to remark that, if $p \in\left[1,+\infty\left[\right.\right.$, the weak- $W^{1, p}(\Omega)$ topology is just the weak topology of the Banach space $W^{1, p}(\Omega)$, as explained by the following result.

Theorem 4.3.3. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $p \in[1,+\infty[$. Then, for every $L \in\left(W^{1, p}(\Omega)\right)^{\prime}$ there exist $v_{0} \in L^{p^{\prime}}(\Omega), v \in\left(L^{p^{\prime}}(\Omega)\right)^{n}$ such that

$$
L(u)=\int_{\Omega} v_{0} u d x+\int_{\Omega} v \nabla u d x \text { for every } u \in W^{1, p}(\Omega)
$$

If $p=+\infty$, we denote, with an abuse of notation, by weak*- $W^{1, \infty}(\Omega)$ the topology on $W^{1, \infty}(\Omega)$ induced from the weak ${ }^{*}\left(L^{\infty}(\Omega)\right)^{n+1}$ one of $\left(L^{\infty}(\Omega)\right)^{n+1}$.

Therefore, if $p \in[1,+\infty]$, and $\left\{u_{h}\right\} \subseteq W^{1, p}(\Omega)$ is such that for every $v \in L^{p^{\prime}}(\Omega)$, and $w \in\left(L^{p^{\prime}}(\Omega)\right)^{n}$ the sequences $\left\{\int_{\Omega} v u_{h} d x\right\}$, and $\left\{\int_{\Omega} w \nabla u_{h} d x\right\}$ converge, then there exists $u \in W^{1, p}(\Omega)$ such that $u_{h} \rightarrow u$ in weak- $W^{1, p}(\Omega)$ if $p \in\left[1,+\infty\left[\right.\right.$, or in weak ${ }^{*}-W^{1, \infty}(\Omega)$ if $p=+\infty$.

Finally, we observe that a sequence in $W^{1, p}(\Omega)$ that converges in the weak- $W^{1, p}(\Omega)$ topology if $p \in\left[1,+\infty\left[\right.\right.$, or in the weak ${ }^{*}-W^{1, \infty}(\Omega)$ one if $p=+\infty$, turns out to be bounded in $W^{1, p}(\Omega)$, and deduce from Proposition 4.3.2 the following compactness result.

Proposition 4.3.4. Let $\left.\left.\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right), p \in\right] 1,+\infty\right]$, and $\left\{u_{h}\right\} \subseteq W^{1, p}(\Omega)$ be $W^{1, p}(\Omega)$-bounded. Then there exist $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing, and $u \in W^{1, p}(\Omega)$ such that

$$
\left.u_{h_{k}} \rightarrow u \text { in weak- } W^{1, p}(\Omega) \text { if } p \in\right] 1,+\infty\left[\text {, in weak }{ }^{*}-W^{1, \infty}(\Omega) \text { if } p=+\infty .\right.
$$

Proof. Follows from Theorem 2.2.6, and Proposition 4.3.2.
The following results describe the structure of Sobolev spaces with $p=+\infty$, and the Chain Rule in Sobolev spaces.
Theorem 4.3.5. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, then

$$
W_{\mathrm{loc}}^{1, \infty}(\Omega)=\{u: \Omega \rightarrow \mathbf{R}: u \text { is locally Lipschitz continuous in } \Omega\}
$$

If, in addition, $\Omega$ is bounded and has Lipschitz boundary, then

$$
W^{1, \infty}(\Omega)=\{u: \Omega \rightarrow \mathbf{R}: u \text { is Lipschitz continuous in } \Omega\}
$$

Theorem 4.3.6 (Chain Rule). Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right), p \in[1,+\infty], f: \mathbf{R} \rightarrow \mathbf{R}$ be Lipschitz continuous, and $u \in W^{1, p}(\Omega)$. Assume that $f \circ u \in L^{p}(\Omega)$. Then $f \circ u \in W^{1, p}(\Omega)$, and

$$
\nabla(f \circ u)(x)=f^{\prime}(u(x)) \nabla u(x) \text { for a.e. } x \in \Omega
$$

In particular, from the above result we deduce that, if $u \in W^{1, p}(\Omega)$, then $|u|, u^{+}, u^{-}$are in $W^{1, p}(\Omega)$. Moreover, if $\mathcal{L}^{n}(\Omega)<+\infty$, and $k \in$ $\left[0,+\infty\left[\right.\right.$, the truncation $T_{k} u$ of $u$ at levels $k$ and $-k$ given by $T_{k} u=u-$ $(u-k)^{+}-(u+k)^{-}$is in $W^{1, p}(\Omega)$, and

$$
\nabla T_{k} u(x)=\left\{\begin{array}{ll}
\nabla u(x) & \text { if }-k<u(x)<k \\
0 & \text { otherwise }
\end{array} \text { for a.e. } x \in \Omega\right.
$$

We now turn our attention to density results for smooth functions in Sobolev spaces.
Theorem 4.3.7. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $p \in\left[1,+\infty\left[\right.\right.$. Then $C^{\infty}(\Omega) \cap\{u \in$ $\left.W^{1, p}(\Omega):\|u\|_{W^{1, p}(\Omega)}<+\infty\right\}$ is dense in $W^{1, p}(\Omega)$.

In addition, if $\Omega$ is bounded and has Lipschitz boundary, then $C^{\infty}\left(\mathbf{R}^{n}\right)$ is dense in $W^{1, p}(\Omega)$.

Smooth functions with compact support are not dense, in general, in Sobolev spaces.

Given $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ and $p \in\left[1,+\infty\left[\right.\right.$, we denote by $W_{0}^{1, p}(\Omega)$ the closure of $C_{0}^{\infty}(\Omega)$ in $W^{1, p}(\Omega)$. If $p=+\infty$, we set $W_{0}^{1, \infty}(\Omega)=\left\{u \in W^{1, \infty}\left(\mathbf{R}^{n}\right)\right.$ : $u(x)=0$ for every $\left.x \in \mathbf{R}^{n} \backslash \Omega\right\}$.

It is clear that for every $p \in[1,+\infty]$, once we endow it with the $W^{1, p}(\Omega)$ topology, $W_{0}^{1, p}(\Omega)$ is a Banach subspace of $W^{1, p}(\Omega)$, in general proper.

We observe that, if $u \in W_{0}^{1, p}(\Omega)$, then the null extension of $u$ to $\mathbf{R}^{n}$ given by $x \in \mathbf{R}^{n} \mapsto\left\{\begin{array}{ll}u(x) & \text { if } x \in \Omega \\ 0 & \text { if } x \in \mathbf{R}^{n} \backslash \Omega\end{array}\right.$ is in $W^{1, p}\left(\mathbf{R}^{n}\right)$. We will always identify the functions in $W_{0}^{1, p}(\Omega)$ with their null extensions to $\mathbf{R}^{n}$.

The above extension result is a trivial case of a more general one holding for Sobolev functions under smoothness assumptions on $\partial \Omega$.

Theorem 4.3.8. Let $\Omega \in \mathcal{A}_{0}$ have Lipschitz boundary, and $p \in[1,+\infty]$. Then there exists a bounded linear operator $E: W^{1, p}(\Omega) \rightarrow W^{1, p}\left(\mathbf{R}^{n}\right)$ such that $E u=u$ a.e. in $\Omega$ for every $u \in W^{1, p}(\Omega)$.

As for $B V$ functions, also Sobolev ones enjoy higher summability properties, or even smoothness ones, due to the presence of $p$-summable derivatives.

For every $p \in[1,+\infty]$ we denote, as usual, by $p^{*}$ the Sobolev conjugate of $p$ defined as

$$
p^{*}= \begin{cases}\frac{n p}{n-p} & \text { if } p \in[1, n[ \\ +\infty & \text { if } p \in[n,+\infty]\end{cases}
$$

If $\Omega \in \mathcal{A}_{0}$, and $\left.\alpha \in\right] 0,1\left[\right.$, we denote by $C^{0, \alpha}(\Omega)$ the space of the Hölder continuous functions in $\Omega$ defined as

$$
C^{0, \alpha}(\Omega)=\left\{u \in C^{0}(\bar{\Omega}): \sup _{\substack{x, y \in \Omega \\ x \neq y}} \frac{|u(x)-u(y)|}{|x-y|^{\alpha}}<+\infty\right\}
$$

We recall that the functional

$$
\|\cdot\|_{C^{0, \alpha}(\Omega)}: u \in C^{0, \alpha}(\Omega) \mapsto \max _{\bar{\Omega}}|u|+\sup _{\substack{x, y \in \Omega \\ x \neq y}} \frac{|u(x)-u(y)|}{|x-y|^{\alpha}}
$$

is a norm on $C^{0, \alpha}(\Omega)$ that makes it a Banach space.
Theorem 4.3.9 (Sobolev Imbedding Theorem). Let $\Omega \in \mathcal{A}_{0}$ have Lipschitz boundary, and $p \in[1,+\infty]$. Then the following facts hold: i) if $p \in\left[1, n\left[, W^{1, p}(\Omega)\right.\right.$ continuously embeds in $L^{p^{*}}(\Omega)$, and there exists $C_{n, \Omega, p}>0$ such that

$$
\|u\|_{L^{p^{*}}(\Omega)} \leq C_{n, \Omega, p}\|u\|_{W^{1, p}(\Omega)} \text { for every } u \in W^{1, p}(\Omega),
$$

ii) if $p=n$, $W^{1, p}(\Omega)$ continuously embeds in $\cap_{q \in[1,+\infty}\left[L^{q}(\Omega)\right.$, and for every $q \in\left[1,+\infty\left[\right.\right.$ there exists $C_{n, \Omega, q}>0$ such that

$$
\|u\|_{L^{q}(\Omega)} \leq C_{n, \Omega, q}\|u\|_{W^{1, n}(\Omega)} \text { for every } u \in W^{1, n}(\Omega),
$$

iii) if $p \in] n,+\infty]$, $W^{1, p}(\Omega)$ continuously embeds in $C^{0,1-\frac{n}{p}}(\Omega)$, and there exists $C_{n, \Omega, p}>0$ such that

$$
\|u\|_{C^{0,1-\frac{n}{p}}(\Omega)} \leq C_{n, \Omega, p}\|u\|_{W^{1, p}(\Omega)} \text { for every } u \in W^{1, p}(\Omega) .
$$

If $W^{1, p}(\Omega)$ is replaced by $W_{0}^{1, p}(\Omega)$, the same conclusions in i), ii), and iii) continue to hold without assuming that $\Omega$ has Lipschitz boundary.

Remark 4.3.10. We remark explicitly that in case ii) of the Sobolev Imbedding Theorem the embedding of $W^{1, n}(\Omega)$ in $L^{\infty}(\Omega)$ does not hold. On the other side, a more shrinking result can be proved in the framework of Orlicz spaces in which it can be proved that, if $\Omega \in \mathcal{A}_{0}$ has Lipschitz boundary, then there exists $C_{n, \Omega}>0$ such that

$$
\begin{gathered}
\inf \left\{\lambda>0: \int_{\Omega}\left[\exp \left(\frac{|u(x)|}{\lambda}\right)^{\frac{n}{n-1}}-1\right] d x \leq 1\right\} \leq C_{n, \Omega}\|u\|_{W^{1, n}(\Omega)} \\
\text { for every } u \in W^{1, n}(\Omega) .
\end{gathered}
$$

Sobolev Imbedding Theorem can be specified by means of the following compact imbedding result.

Theorem 4.3.11 (Rellich-Kondrachov Compactness Theorem). Let $\Omega \in \mathcal{A}_{0}$ have Lipschitz boundary, $p \in[1,+\infty]$, and let $\left\{u_{h}\right\}$ be bounded in $W^{1, p}(\Omega)$. Then there exists $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing such that the following facts hold:
i) if $p=1$, there exists $u \in \cap_{q \in\left[1,1^{*}[ \right.} L^{q}(\Omega)$ such that

$$
u_{h_{k}} \rightarrow u \text { in } \cap_{q \in\left[1,1^{*}[ \right.} L^{q}(\Omega)
$$

ii) if $p \in] 1, n]$, there exists $u \in W^{1, p}(\Omega)$ such that

$$
u_{h_{k}} \rightarrow u \text { in } \cap_{q \in\left[1, p^{*}[ \right.} L^{q}(\Omega)
$$

iii) if $p \in] n,+\infty]$, there exists $u \in W^{1, p}(\Omega)$ such that

$$
\left.u_{h_{k}} \rightarrow u \text { in } C^{0, \alpha}(\Omega) \text { for every } \alpha \in\right] 0,1-\frac{n}{p}[\text { if } p \in] n,+\infty[
$$

$$
\text { for every } \alpha \in] 0,1[\text { if } p=+\infty
$$

If $\left\{u_{h}\right\} \subseteq W_{0}^{1, p}(\Omega)$, the same conclusions in i), ii), and iii) continue to hold without assuming that $\Omega$ has Lipschitz boundary. In this case it turns out that also the limit points in ii) and iii) are in $W_{0}^{1, p}(\Omega)$.

Let $\Omega \in \mathcal{A}_{0}$ have Lipschitz boundary, and $\left.\left.p \in\right] n,+\infty\right]$. Then the Sobolev Imbedding Theorem ensures that, if $u \in W^{1, p}(\Omega)$, then $u \in C^{0}(\bar{\Omega})$, and consequently that it makes sense to speak of the values of $u$ on $\partial \Omega$. Actually such values enjoy deeper properties, even if $p \in[1, n]$, as shown by the following result.

Theorem 4.3.12 (Trace Theorem for Sobolev Functions). Let $\Omega \in$ $\mathcal{A}_{0}$ have Lipschitz boundary, and $p \in[1,+\infty]$. Then the following facts hold:
i) if $p \in\left[1, n\left[\right.\right.$, there exists a bounded linear operator $\gamma_{\Omega}: W^{1, p}(\Omega) \rightarrow$ $L^{\frac{(n-1) p}{n-p}}\left(\partial \Omega, \mathcal{H}^{n-1}\right)$ such that

$$
\begin{equation*}
\left(\gamma_{\Omega} u\right)(x)=u(x) \tag{4.3.1}
\end{equation*}
$$

for every $u \in W^{1, p}(\Omega) \cap C^{0}(\bar{\Omega})$, and for $\mathcal{H}^{n-1}$-a.e. $x \in \partial \Omega$,
ii) if $p=n$, for every $q \in[1,+\infty[$ there exists a bounded linear operator $\gamma_{\Omega}: W^{1, n}(\Omega) \rightarrow L^{q}\left(\partial \Omega, \mathcal{H}^{n-1}\right)$ such that (4.3.1) holds,
iii) if $p \in] n+\infty]$, there exists a bounded linear operator $\gamma_{\Omega}: W^{1, p}(\Omega) \rightarrow$ $C^{0}(\partial \Omega)$ such that

$$
\left(\gamma_{\Omega} u\right)(x)=u(x) \text { for every } u \in W^{1, p}(\Omega), \text { and every } x \in \partial \Omega
$$

Moreover, in all the cases,

$$
\begin{gathered}
\int_{\Omega} u \operatorname{div} \varphi d x=-\int_{\Omega} \nabla u \cdot \varphi d x+\int_{\partial \Omega} \varphi \gamma_{\Omega} u \cdot \mathbf{n}_{\Omega} d \mathcal{H}^{n-1} \\
\text { for every } u \in W^{1, p}(\Omega), \varphi \in\left(C^{1}\left(\mathbf{R}^{n}\right)\right)^{n},
\end{gathered}
$$

and

$$
\begin{aligned}
& \lim _{r \rightarrow 0^{+}} \frac{1}{\mathcal{L}^{n}\left(\Omega \cap B_{r}(x)\right)} \int_{\Omega \cap B_{r}(x)}\left|u(y)-\left(\gamma_{\Omega} u\right)(x)\right| d y=0 \\
& \text { for every } u \in W^{1, p}(\Omega), \text { and for } \mathcal{H}^{n-1} \text {-a.e. } x \in \partial \Omega .
\end{aligned}
$$

Finally, if $p=1, \gamma_{\Omega}$ is surjective.
Given $\Omega$ and $p$ as in the Trace Theorem for Sobolev Functions, the operator $\gamma_{\Omega}$ is again called the trace operator on $\partial \Omega$, and, if $u \in W^{1, p}(\Omega)$, the function $\gamma_{\Omega} u$ is again called the trace of $u$ on $\partial \Omega$.

It is not for a case that the trace operator for $W^{1,1}$ functions is denoted with the same symbol used to describe the corresponding operator for $B V$ functions, since the latter extends the first, as it can be easily checked by using Theorems 4.2.12 and 4.3.12.
Proposition 4.3.13. Let $\Omega \in \mathcal{A}_{0}$ have Lipschitz boundary, and $p \in$ $\left[1,+\infty\left[\right.\right.$. Then $\left\{u \in W^{1, p}(\Omega): \gamma_{\Omega} u=0\right\}=W_{0}^{1, p}(\Omega)$.

If $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right), p \in\left[1,+\infty\left[\right.\right.$, and $\Gamma \subseteq \partial \Omega$ we denote by $W_{0, \Gamma}^{1, p}(\Omega)$ the closure in $W^{1, p}(\Omega)$ of $\left\{u \in W_{\text {loc }}^{1, p}\left(\mathbf{R}^{n}\right): u=0\right.$ a.e. in a neighborhood of $\left.\Gamma\right\}$. If $p=+\infty$ we set $W_{0, \Gamma}^{1, \infty}(\Omega)=\left\{u \in W_{\operatorname{loc}}^{1, p}\left(\mathbf{R}^{n}\right): \gamma_{\Omega} u=0\right.$ in $\left.\Gamma\right\}$.

It is clear that, for every $p \in[1,+\infty], W_{0, \Gamma}^{1, p}(\Omega)$ is a Banach space, and that $W_{0, \partial \Omega}^{1, p}(\Omega)=W_{0}^{1, p}(\Omega)$.
Proposition 4.3.14. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$. Then, if $p \in\left[1,+\infty\left[, W_{0, \Gamma}^{1, p}(\Omega)\right.\right.$ is closed once we endow it with the weak- $W^{1, p}(\Omega)$ topology, and, when $p=+\infty$ and $\Omega \in \mathcal{A}_{0}$ has Lipschitz boundary, $W_{0, \Gamma}^{1, \infty}(\Omega)$ is closed in weak*$W^{1, \infty}(\Omega)$.
Proof. If $p \in\left[1,+\infty\left[\right.\right.$, by Theorem 1.1.2, it follows that $W_{0, \Gamma}^{1, p}(\Omega)$, as a strongly closed convex subspace of $W^{1, p}(\Omega)$, is closed in the weak- $W^{1, p}(\Omega)$ topology.

If $p=+\infty$ and $\Omega \in \mathcal{A}_{0}$ has Lipschitz boundary, by virtue of the RellichKondrachov Compactness Theorem, it follows that $W_{0, \Gamma}^{1, \infty}(\Omega)$ is sequentially closed in weak ${ }^{*}-W^{1, \infty}(\Omega)$. Therefore, since $\left(L^{1}(\Omega)\right)^{n+1}$ is separable, and $W_{0, \Gamma}^{1, \infty}(\Omega)$ is convex, the desired closure follows from Theorem 1.1.4.

If $\Omega \in \mathcal{A}_{0}$ and has Lipschitz boundary, then $W_{0, \Gamma}^{1, p}(\Omega) \subseteq\left\{u \in W^{1, p}(\Omega):\right.$ $\gamma_{\Omega} u=0 \mathcal{H}^{n-1}$-a.e. in $\left.\Gamma\right\}$, and the following result holds.

Proposition 4.3.15. Let $\Omega \in \mathcal{A}_{0}$ have Lipschitz boundary, $\Gamma \subseteq \partial \Omega$ and $p \in[1,+\infty]$. Then

$$
W_{0, \Gamma}^{1, p}(\Omega) \cap C^{0}(\bar{\Omega})=\left\{u \in W^{1, p}(\Omega) \cap C^{0}(\bar{\Omega}): \gamma_{\Omega} u=0 \mathcal{H}^{n-1} \text {-a.e. in } \Gamma\right\} .
$$

Proof. The proposition is obvious if $p=+\infty$.
If $p \in[1,+\infty[$, it is clear that

$$
W_{0, \Gamma}^{1, p}(\Omega) \cap C^{0}(\bar{\Omega}) \subseteq\left\{u \in W^{1, p}(\Omega) \cap C^{0}(\bar{\Omega}): \gamma_{\Omega} u=0 \mathcal{H}^{n-1} \text {-a.e. in } \Gamma\right\} .
$$

On the other side, let $u \in W^{1, p}(\Omega) \cap C^{0}(\bar{\Omega})$ be such that $\gamma_{\Omega} u=0$ $\mathcal{H}^{n-1}$-a.e. in $\Gamma$. Then, by Theorem 4.3.8, it is not restrictive to assume that $u \in W^{1, p}\left(\mathbf{R}^{n}\right)$.

For $h \in \mathbf{N}$ let $\vartheta_{h}: t \in \mathbf{R} \mapsto \max \left\{t-\frac{1}{h}, \min \left\{t+\frac{1}{h}, 0\right\}\right\}$. Then, by using the uniform continuity of $u$ in $\partial \Omega$, it follows that $\vartheta_{h}(u) \in W^{1, p}(\Omega)$, and that $\vartheta_{h}(u)=0$ in a neighborhood of $\Gamma$ in $\Omega$ for every $h \in \mathbf{N}$. Moreover

$$
\begin{gathered}
\limsup _{h \rightarrow+\infty}\left\|\vartheta_{h}(u)-u\right\|_{W^{1, p}(\Omega)} \leq \\
\leq \limsup _{h \rightarrow+\infty}\left\{\frac{1}{h} \mathcal{L}^{n}(\Omega)+\int_{\left\{x \in \Omega: 0<|u(x)| \leq \frac{1}{h}\right\}}|\nabla u|^{p} d x\right\}=0,
\end{gathered}
$$

from which we conclude that $u \in W_{0, \Gamma}^{1, p}(\Omega) \cap C^{0}(\bar{\Omega})$.
Because of this, and by the above inclusion, the proof follows.
We now report on another important feature of Sobolev functions: the Poincaré and Poincaré-Wirtinger type inequalities.

Both these results follow from the abstract result below due to N.G. Meyers (cf. [Me], [Z, 4.1.3. Lemma]). To state it precisely, we recall that, if $U$ is a a normed space with norm $\|\cdot\|$, and $P: U \rightarrow U$ is a bounded linear operator, we denote by $\|P\|_{\mathcal{L}(U, U)}$ the usual operator norm of $P$ defined as $\|P\|_{\mathcal{L}(U, U)}=\sup \{\|P(u)\| /\|u\|: u \in U \backslash\{0\}\}$, and say that $P$ is a projection if $P(P(u))=P(u)$ for every $u \in U$.

Proposition 4.3.16. Let $U_{0}$ be a normed space with norm $\|\cdot\|_{0}$, and let $U$ be a Banach subspace of $U_{0}$ with norm $\|\cdot\|=\|\cdot\|_{0}+\|\cdot\|_{1}$ for some seminorm $\|\cdot\|_{1}$ on $U$. Assume that the bounded sets in $U$ are precompact in $U_{0}$. Then there exists $\left.C \in\right] 0,+\infty[$ such that

$$
\|u-P(u)\|_{0} \leq C\|P\|_{\mathcal{L}(U, U)}\|u\|_{1}
$$

for every projection $P$ satisfying $P(U)=\left\{v \in U:\|v\|_{1}=0\right\}$, and $u \in U$.

A direct application of Proposition 4.3.16, and of Sobolev Imbedding Theorem yields the following general form of the Poincaré and PoincaréWirtinger inequalities, where, for every $r \in \mathbf{R}$, we identify $r$ with the function identically equal to $r$.

Theorem 4.3.17. Let $\Omega \in \mathcal{A}_{0}$ be connected and with Lipschitz boundary, $p \in[1,+\infty]$, and let $T$ be a linear continuous functional on $W^{1, p}(\Omega)$ such that $T(1) \neq 0$. Then the following facts hold:
i) if $p \in\left[1, n\left[\right.\right.$, there exists $C_{n, \Omega, p, T}>0$ such that

$$
\left\|u-\frac{T(u)}{T(1)}\right\|_{L^{p^{*}}(\Omega)} \leq C_{n, \Omega, p, T}\||\nabla u|\|_{L^{p}(\Omega)} \text { for every } u \in W^{1, p}(\Omega)
$$

ii) if $p=n$, for every $q \in\left[1,+\infty\left[\right.\right.$ there exists $C_{n, \Omega, q, T}>0$ such that

$$
\left\|u-\frac{T(u)}{T(1)}\right\|_{L^{q}(\Omega)} \leq C_{n, \Omega, q, T}\||\nabla u|\|_{L^{n}(\Omega)} \text { for every } u \in W^{1, n}(\Omega)
$$

iii) if $p \in] n,+\infty]$, there exists $C_{n, \Omega, p, T}>0$ such that

$$
\left\|u-\frac{T(u)}{T(1)}\right\|_{C^{0,1-\frac{n}{p}}(\Omega)} \leq C_{n, \Omega, p, T}\||\nabla u|\|_{L^{p}(\Omega)} \text { for every } u \in W^{1, p}(\Omega)
$$

Proof. Let $p \in[1,+\infty]$.
First of all, let us observe that the operator

$$
P: u \in W^{1, p}(\Omega) \mapsto \frac{T(u)}{T(1)} \in W^{1, p}(\Omega)
$$

is a projection, and that, by using the connectedness of $\Omega$, it is easy to prove that

$$
P\left(W^{1, p}(\Omega)\right)=\mathbf{R}=\left\{u \in W^{1, p}(\Omega):\||\nabla u|\|_{L^{p}(\Omega)}=0\right\} .
$$

Moreover, by Rellich-Kondrachov Compactness Theorem, it soon follows that the assumptions of Proposition 4.3 .16 are fulfilled with the choices $U_{0}=L^{p}(\Omega),\|\cdot\|_{L^{p}(\Omega)}, U=W^{1, p}(\Omega)$, and $\||\nabla \cdot|\|_{L^{p}(\Omega)}$.

Because of this, Proposition 4.3.16 applied to the $P$ above yields

$$
\left\|u-\frac{T(u)}{T(1)}\right\|_{L^{p}(\Omega)} \leq C \frac{\|T\|_{W^{1, p}(\Omega)^{\prime}}}{T(1)}\||\nabla u|\|_{L^{p}(\Omega)} \text { for every } u \in W^{1, p}(\Omega)
$$

from which, the proof follows by applying the Sobolev Imbedding Theorem.

In particular, the classical Poincaré and Poincaré-Wirtinger inequalities below follow from Theorem 4.3.17.

Theorem 4.3.18. Let $\Omega \in \mathcal{A}_{0}$, and $p \in[1,+\infty]$. Then there exists $C_{n, \Omega, p}>0$ such that

$$
\|u\|_{L^{p^{*}}(\Omega)} \leq C_{n, \Omega, p}\||\nabla u|\|_{L^{p}(\Omega)} \text { for every } u \in W_{0}^{1, p}(\Omega)
$$

Moreover, if $\Omega$ is also connected and has Lipschitz boundary, and $\Gamma \in$ $\mathcal{B}(\partial \Omega)$ satisfies $\mathcal{H}^{n-1}(\Gamma)>0$, then there exists $C_{n, \Omega, p, \Gamma}>0$ such that

$$
\|u\|_{L^{p^{*}}(\Omega)} \leq C_{n, \Omega, p, \Gamma}\| \| \nabla u \|_{L^{p}(\Omega)}
$$

for every $u \in W^{1, p}(\Omega)$ such that $\gamma_{\Omega} u=0 \mathcal{H}^{n-1}$-a.e. in $\Gamma$.

Theorem 4.3.19. Let $\Omega \in \mathcal{A}_{0}$ be connected and with Lipschitz boundary, and $p \in[1,+\infty]$. Then there exists $C_{n, \Omega, p}>0$ such that

$$
\left\|u-\frac{1}{\mathcal{L}^{n}(\Omega)} \int_{\Omega} u d x\right\|_{L^{p^{*}}(\Omega)} \leq C_{n, \Omega, p}\||\nabla u|\|_{L^{p}(\Omega)} \text { for every } u \in W^{1, p}(\Omega)
$$

Finally, we recall the following differentiation result for Sobolev functions.
Theorem 4.3.20. Let $p \in[1,+\infty]$, and $u \in W_{\mathrm{loc}}^{1, p}\left(\mathbf{R}^{n}\right)$. Then the following facts hold:
i) if $p \in[1, n[$,

$$
\begin{gathered}
\lim _{r \rightarrow 0^{+}} \frac{1}{r}\left(\frac{1}{r^{n}} \int_{Q_{r}(x)}|u(y)-u(x)-\nabla u(x) \cdot(y-x)|^{p^{*}} d y\right)^{1 / p^{*}}=0 \\
\text { for a.e. } x \in \mathbf{R}^{n}
\end{gathered}
$$

ii) if $p=n$,

$$
\begin{gathered}
\lim _{r \rightarrow 0^{+}} \frac{1}{r}\left(\frac{1}{r^{n}} \int_{Q_{r}(x)}|u(y)-u(x)-\nabla u(x) \cdot(y-x)|^{q} d y\right)^{1 / q}=0 \\
\text { for a.e. } x \in \mathbf{R}^{n}, \text { and every } q \in[1,+\infty[
\end{gathered}
$$

iii) if $p \in] n,+\infty]$

$$
\lim _{y \rightarrow x} \frac{|u(y)-u(x)-\nabla u(x) \cdot(y-x)|}{|y-x|}=0 \text { for a.e. } x \in \mathbf{R}^{n}
$$

## $\S 4.4$ Some Compactness Criteria

In the present section we establish some compactness properties for subsets of $B V$ and Sobolev spaces that will also be useful in the sequel.

Proposition 4.4.1. Let $\Omega \in \mathcal{A}_{0}$ have with Lipschitz boundary, $\left.r \in\right] 1,1^{*}[$, and $\lambda, b, c \in] 0,+\infty[$. Then the set

$$
\left\{u \in B V(\Omega):|D u|(\Omega)+\lambda\|u\|_{L^{r}(\Omega)}^{r}-b\|u\|_{L^{r}(\Omega)} \leq c\right\}
$$

is sequentially compact in weak ${ }^{*}-B V(\Omega)$, and in $L^{r}(\Omega)$.
Proof. It is clear that, if $\left\{u_{h}\right\} \subseteq\left\{u \in B V(\Omega):|D u|(\Omega)+\lambda\|u\|_{L^{r}(\Omega)}^{r}-\right.$ $\left.b\|u\|_{L^{r}(\Omega)} \leq c\right\}$, then $\left\{u_{h}\right\}$ must be bounded in $L^{r}(\Omega)$, otherwise, since $r>1$, it would result that

$$
\begin{gathered}
+\infty=\limsup _{h \rightarrow+\infty}\left\{\lambda\left\|u_{h}\right\|_{L^{r}(\Omega)}^{r}-b\left\|u_{h}\right\|_{L^{r}(\Omega)}\right\} \leq \\
\leq \limsup _{h \rightarrow+\infty}\left\{\left|D u_{h}\right|(\Omega)+\lambda\left\|u_{h}\right\|_{L^{r}(\Omega)}^{r}-b\left\|u_{h}\right\|_{L^{r}(\Omega)}\right\} \leq c .
\end{gathered}
$$

Because of this, we get that also $\left\{\left|D u_{h}\right|(\Omega)\right\}$ is bounded, and therefore that actually $\left\{u_{h}\right\}$ is bounded in $B V(\Omega)$. Consequently, by Proposition 4.2.5, and Theorem 4.2.11, there exists $u \in B V(\Omega)$ such that, up to subsequences, $u_{h} \rightarrow u$ in weak ${ }^{*}-B V(\Omega)$, and in $L^{r}(\Omega)$.

Finally, by the weak*- $B V(\Omega)$-lower semicontinuity of $v \in B V(\Omega) \mapsto$ $|D v|(\Omega)$, we conclude that

$$
\begin{gathered}
|D u|(\Omega)+\lambda\|u\|_{L^{r}(\Omega)}^{r}-b\|u\|_{L^{r}(\Omega)} \leq \\
\leq \liminf _{h \rightarrow+\infty}\left\{\left|D u_{h}\right|(\Omega)+\lambda\left\|u_{h}\right\|_{L^{r}(\Omega)}^{r}-b\left\|u_{h}\right\|_{L^{r}(\Omega)}\right\} \leq c,
\end{gathered}
$$

from which the desired compactness follows.
Lemma 4.4.2. Let $p \in] 1,+\infty], \Omega \in \mathcal{A}_{0}$ be connected and with Lipschitz boundary, $\left\{u_{h}\right\} \subseteq W^{1, p}(\Omega)$, and $u \in L^{1}(\Omega)$. Assume that $u_{h} \rightarrow u$ in $L^{1}(\Omega)$, and that $\left\{\nabla u_{h}\right\}$ is bounded in $\left(L^{p}(\Omega)\right)^{n}$. Then $u_{h} \rightarrow u$ in weak- $W^{1, p}(\Omega)$ if $p \in] 1,+\infty\left[\right.$, or in weak ${ }^{*}-W^{1, \infty}(\Omega)$ if $p=+\infty$.

Proof. We prove the lemma when $p \in] 1,+\infty[$, the proof in the other case being similar.

By Theorem 4.3.19, there exists $C_{n, p, \Omega}>0$ such that

$$
\begin{gathered}
\left\|u_{h}\right\|_{L^{p}(\Omega)} \leq\left\|u_{h}-\frac{1}{\mathcal{L}^{n}(\Omega)} \int_{\Omega} u_{h} d x\right\|_{L^{p}(\Omega)}+\frac{1}{\left(\mathcal{L}^{n}(\Omega)\right)^{1-\frac{1}{p}}} \int_{\Omega}\left|u_{h}\right| d x \leq \\
\leq C_{n, p, \Omega}\left(\left\|\left|\nabla u_{h}\right|\right\|_{L^{p}(\Omega)}+\left\|u_{h}\right\|_{L^{1}(\Omega)}\right) . \text { for every } h \in \mathbf{N} .
\end{gathered}
$$

Consequently, $\left\{u_{h}\right\}$ turns out to be bounded in $W^{1, p}(\Omega)$, hence relatively compact in the weak- $W^{1, p}(\Omega)$ topology. Because of this, and by the convergence of $\left\{u_{h}\right\}$ to $u$ in $L^{1}(\Omega)$, the lemma follows.

Proposition 4.4.3. Let $p \in] 1,+\infty], \Omega \in \mathcal{A}_{0}$ have Lipschitz boundary, $r \in] 1, p^{*}[$, and $\lambda, b, c \in] 0,+\infty[$. Then,
i) if $p \in] 1, n]$, the set

$$
\left\{u \in W^{1, p}(\Omega):\|\mid \nabla u\|_{L^{p}(\Omega)}^{p}+\lambda\|u\|_{L^{r}(\Omega)}^{r}-b\|u\|_{W^{1, p}(\Omega)} \leq c\right\}
$$

is relatively sequentially compact in weak- $W^{1, p}(\Omega)$, and in $\cap_{s \in\left[1, p^{*}[ \right.} L^{s}(\Omega)$, ii) if $p \in] n,+\infty[$, the same set is relatively sequentially compact in weak$W^{1, p}(\Omega)$, and in $L^{\infty}(\Omega)$,
iii) if $p=+\infty$, and $R>0$, the set

$$
\left\{u \in W^{1, \infty}(\Omega):\|\nabla u\|_{L^{\infty}(\Omega)} \leq R, \lambda\|u\|_{L^{r}(\Omega)}^{r}-b\|u\|_{W^{1, \infty}(\Omega)} \leq c\right\}
$$

is relatively sequentially compact in weak ${ }^{*}-W^{1, \infty}(\Omega)$, and in $L^{\infty}(\Omega)$.
Proof. We prove the proposition only in case i), the proof of the other ones being analogous.

Let $\Omega^{\prime} \in \mathcal{A}_{0}$ be connected and with Lipschitz boundary such that $\Omega \subseteq \Omega^{\prime}$, and let $E: W^{1, p}(\Omega) \rightarrow W^{1, p}\left(\mathbf{R}^{n}\right)$ be the extension operator given by Theorem 4.3.8.

Let $\left\{u_{h}\right\} \subseteq\left\{u \in W^{1, p}(\Omega):\|\mid \nabla u\|_{L^{p}(\Omega)}^{p}+\lambda\|u\|_{L^{r}(\Omega)}^{r}-b\|u\|_{W^{1, p}(\Omega)} \leq\right.$ $c\}$. Then (for the sake of simplicity we continue to use the same symbols for the constants involved) it turns out that

$$
\left\|\nabla E\left(u_{h}\right)\right\|_{L^{p}\left(\Omega^{\prime}\right)}^{p}+\lambda\left\|E\left(u_{h}\right)\right\|_{L^{r}\left(\Omega^{\prime}\right)}^{r}-b\left\|E\left(u_{h}\right)\right\|_{W^{1, p}\left(\Omega^{\prime}\right)} \leq c \text { for every } h \in \mathbf{N} .
$$

Moreover, by Sobolev Imbedding Theorem, and again by using the same symbols for the constants, it also follows that

$$
\begin{gather*}
\left\|\nabla E\left(u_{h}\right)\right\|_{L^{p}\left(\Omega^{\prime}\right)}^{p}+\lambda\left\|E\left(u_{h}\right)\right\|_{L^{r}\left(\Omega^{\prime}\right)}^{r}-  \tag{4.4.1}\\
-b\left\|\nabla E\left(u_{h}\right)\right\|_{L^{p}\left(\Omega^{\prime}\right)}-b\left\|E\left(u_{h}\right)\right\|_{L^{r}\left(\Omega^{\prime}\right)} \leq c \text { for every } h \in \mathbf{N} .
\end{gather*}
$$

Condition (4.4.1) yields that $\left\{E\left(u_{h}\right)\right\}$ is bounded in $L^{r}\left(\Omega^{\prime}\right)$, and that $\left\{\nabla E\left(u_{h}\right)\right\}$ is bounded in $\left(L^{p}\left(\Omega^{\prime}\right)\right)^{n}$. In fact, if this does not occur, since $r>$ 1 and $p>1$, as in Proposition 4.4.1 condition (4.4.1) would be contradicted.

Consequently, by the Rellich-Kondrachov Compactness Theorem, it follows that, up to subsequences, there exists $u \in W^{1, \min \{p, r\}}\left(\Omega^{\prime}\right)$ such that $E\left(u_{h}\right) \rightarrow u$ in $L^{\min \{p, r\}}\left(\Omega^{\prime}\right)$, and, by Lemma 4.4.2, that $u \in W^{1, p}\left(\Omega^{\prime}\right)$, and $E\left(u_{h}\right) \rightarrow u$ in weak- $W^{1, p}\left(\Omega^{\prime}\right)$. Because of this, we conclude also that $E\left(u_{h}\right) \rightarrow u$ in $\cap_{s \in\left[1, p^{*}[ \right.} L^{s}\left(\Omega^{\prime}\right)$, from which the desired compactness follows.

Proposition 4.4.4. Let $p \in] 1,+\infty], \Omega \in \mathcal{A}_{0}$, and $\left.b, c \in\right] 0,+\infty[$. Then, i) if $p \in] 1, n]$, the set

$$
\left\{u \in W_{0}^{1, p}(\Omega):\| \| \nabla u\left\|_{L^{p}(\Omega)}^{p}-b\right\| u \|_{W^{1, p}(\Omega)} \leq c\right\}
$$

is relatively sequentially compact in weak- $W^{1, p}(\Omega)$, and in $\cap_{s \in\left[1, p^{*}[ \right.} L^{s}(\Omega)$, ii) if $p \in] n,+\infty[$, the same set is relatively sequentially compact in weak$W^{1, p}(\Omega)$, and in $L^{\infty}(\Omega)$,
iii) if $p=+\infty$, and $R>0$, the set

$$
\left\{u \in W_{0}^{1, \infty}(\Omega):\||\nabla u|\|_{L^{\infty}(\Omega)} \leq R\right\}
$$

is relatively sequentially compact in weak ${ }^{*}-W^{1, \infty}(\Omega)$, and in $L^{\infty}(\Omega)$.
Proof. We prove the proposition only in case i), the proof of the other ones being analogous.

Let $\left\{u_{h}\right\} \subseteq W^{1, p}(\Omega)$ be such that $\left\|\left|\nabla u_{h}\right|\right\|_{L^{p}(\Omega)}^{p}-b\left\|u_{h}\right\|_{W^{1, p}(\Omega)} \leq c$ for every $h \in \mathbf{N}$, and let $C_{n, \Omega, p}$ be given by Theorem 4.3.18. Then, since by Theorem 4.3.18

$$
\begin{gathered}
\left\|\left|\nabla u_{h}\right|\right\|_{L^{p}(\Omega)}^{p}-\left(1+C_{n, \Omega, p}\right)^{p} b\left\|\left|\nabla u_{h}\right|\right\|_{L^{p}(\Omega)} \leq \\
\leq\left\|\left|\nabla u_{h}\right|\right\|_{L^{p}(\Omega)}^{p}-b\left\|u_{h}\right\|_{W^{1, p}(\Omega)} \leq c
\end{gathered}
$$

it follows that $\left\{\left|\nabla u_{h}\right|\right\}$ is bounded in $L^{p}(\Omega)$, and, by Theorem 4.3.18, that $\left\{u_{h}\right\}$ is bounded in $W^{1, p}(\Omega)$. Consequently, by the Rellich-Kondrachov Compactness Theorem, it follows that, up to subsequences, there exists $u \in W_{0}^{1, p}(\Omega)$ such that $u_{h} \rightarrow u$ in $\cap_{s \in\left[1, p^{*}[ \right.} L^{s}(\Omega)$, and in weak- $W^{1, p}(\Omega)$. This completes the proof.

Proposition 4.4.5. Let $\Omega \in \mathcal{A}_{0}$ be connected and with Lipschitz boundary, $\Gamma \in \mathcal{B}(\partial \Omega)$ satisfy $\mathcal{H}^{n-1}(\Gamma)>0, \phi: \mathbf{R}^{n} \rightarrow[0,+\infty]$ be Borel with $\lim _{z \rightarrow+\infty} \frac{\phi(z)}{|z|}=+\infty$, and $\left.b, c \in\right] 0,+\infty[$. Then the set

$$
\left\{u \in W_{0, \Gamma}^{1,1}(\Omega): \int_{\Omega} \phi(\nabla u) d x-b\|u\|_{W^{1,1}(\Omega)} \leq c\right\}
$$

is relatively sequentially compact in weak- $W^{1,1}(\Omega)$, and in $L^{1}(\Omega)$.
Proof. Let $C_{n, \Omega, 1, \Gamma}$ be the constant appearing in the second part of Theorem 4.3.18 with $p=1$, and let $b^{\prime}>2 b\left(C_{n, \Omega, 1, \Gamma}+1\right)$. Then the assumptions on $\phi$ guarantee the existence of $R>0$ such that $\phi(z) \geq b^{\prime}|z|$ for every $z \in \mathbf{R}^{n}$ with $|z|>R$, from which we obtain that

$$
\begin{equation*}
\phi(z) \geq b^{\prime}|z|-R b^{\prime} \text { for every } z \in \mathbf{R}^{n} \tag{4.4.2}
\end{equation*}
$$

Let $\left\{u_{h}\right\} \subseteq\left\{u \in W^{1,1}(\Omega): \int_{\Omega} \phi(\nabla u) d x-b\|u\|_{W^{1,1}(\Omega)} \leq c\right\}$. Then (4.4.2) implies that

$$
b^{\prime}\left\|\left|\nabla u_{h}\right|\right\|_{L^{1}(\Omega)}-R b^{\prime} \mathcal{L}^{n}(\Omega)-b\left\|u_{h}\right\|_{W^{1,1}(\Omega)} \leq c \text { for every } h \in \mathbf{N}
$$

from which, together with Theorem 4.3.18, we infer that

$$
\begin{gathered}
\frac{b^{\prime}}{2}\left\|\left|\nabla u_{h}\right|\right\|_{L^{1}(\Omega)}+\frac{b^{\prime}}{2 C_{n, \Omega, 1, \Gamma}}\left\|u_{h}\right\|_{L^{1}(\Omega)}-R b^{\prime} \mathcal{L}^{n}(\Omega)-b\left\|u_{h}\right\|_{W^{1,1}(\Omega)} \leq c \\
\text { for every } h \in \mathbf{N},
\end{gathered}
$$

that is

$$
\begin{aligned}
\left(\frac{b^{\prime}}{2}-b\right)\left\|\left|\nabla u_{h}\right|\right\|_{L^{1}(\Omega)}+ & \left(\frac{b^{\prime}}{2 C_{n, \Omega, 1, \Gamma}}-b\right)\left\|u_{h}\right\|_{L^{1}(\Omega)}-R b^{\prime} \mathcal{L}^{n}(\Omega) \leq c \\
& \text { for every } h \in \mathbf{N} .
\end{aligned}
$$

By keeping into account that $b^{\prime}>2 b\left(C_{n, \Omega, 1, \Gamma}+1\right)$, the above inequality provides that $\left\{u_{h}\right\}$ is bounded in $W^{1,1}(\Omega)$, from which we conclude that actually $\left\{\int_{\Omega} \phi\left(\nabla u_{h}\right) d x\right\}$ too is bounded. Therefore, by using the RellichKondrachov Compactness Theorem, and the Dunford-Pettis-de la Vallée Poussin Theorem, it follows that, up to subsequences, there exists $u \in$ $W^{1,1}(\Omega)$ such that $u_{h} \rightarrow u$ in $L^{1}(\Omega)$, and in weak- $W^{1,1}(\Omega)$. This completes the proof.

## §4.5 Periodic Sobolev Functions

In this section we make some remarks on periodic Sobolev functions, that are of particular interest in homogenization theory.

Let $p \in[1,+\infty]$, and set

$$
\begin{aligned}
W_{\text {per }}^{1, p}(Y)= & \left\{v \in W^{1, p}(Y): \gamma_{Y} v\right. \text { takes the same values } \\
& \text { on the opposite faces of } Y\} .
\end{aligned}
$$

We call the elements of $W_{\text {per }}^{1, p}(Y)$ periodic Sobolev functions.
It is clear that $W_{\text {per }}^{1, p}(Y)$ is vector subspace of $W^{1, p}(Y)$.
Proposition 4.5.1. Let $p \in[1,+\infty]$. Then $W_{\mathrm{per}}^{1, p}(Y)$ is closed in the weak$W^{1, p}(Y)$ topology if $p \in\left[1,+\infty\left[\right.\right.$, or in the weak ${ }^{*}-W^{1, \infty}(Y)$ one if $p=+\infty$.
Proof. If $p \in\left[1,+\infty\left[\right.\right.$, the proof follows from the convexity of $W_{\mathrm{per}}^{1, p}(Y)$, from its closure in $W^{1, p}(Y)$, and from Theorem 1.1.2.

If $p=+\infty, W^{1, \infty}(Y)$ turns out to be sequentially closed in weak*$W^{1, \infty}(Y)$ by virtue of Rellich-Kondrachov Compactness Theorem, therefore, since $\left(L^{1}(Y)\right)^{n+1}$ is separable, and $W_{\text {per }}^{1, \infty}(Y)$ is convex, the desired closure follows from Theorem 1.1.4.

Functions in $W_{\text {per }}^{1, p}(Y)$ can be extended by means of periodic replicas to the whole of $\mathbf{R}^{n}$, getting periodic functions in $W_{\mathrm{loc}}^{1, p}\left(\mathbf{R}^{n}\right)$.

To see this, for every $m \in \mathbf{N}$, and every function $u \in\left(L^{1}(Y)\right)^{m}$ let us denote by $u^{\#}$ the function defined a.e. in $\mathbf{R}^{n}$ as

$$
\begin{gathered}
u^{\#}(x)=u\left(x-\left(i_{1}, \ldots, i_{n}\right)\right) \\
\text { provided } x \in\left(i_{1}, \ldots, i_{n}\right)+Y \text { for }\left(i_{1}, \ldots, i_{n}\right) \in \mathbf{Z}^{n} .
\end{gathered}
$$

Then obviously $u^{\#}$ turns out to be $Y$-periodic.

Proposition 4.5.2. Let $p \in[1,+\infty]$, and $u \in W_{\text {per }}^{1, p}(Y)$. Then $u^{\#} \in$ $W_{\text {loc }}^{1, p}\left(\mathbf{R}^{n}\right)$, and $\nabla u^{\#}=(\nabla u)^{\#}$.
Proof. To prove the proposition, it suffices to verify that

$$
\begin{equation*}
\int_{Q_{k}(0)} u^{\#} \nabla \varphi d x=-\int_{Q_{k}(0)} \varphi(\nabla u)^{\#} d x \tag{4.5.1}
\end{equation*}
$$

for every $k \in \mathbf{N}$, and every $\varphi \in C_{0}^{\infty}\left(Q_{k}(0)\right)$.
Let $k, \varphi$ be as in (4.5.1), and set $I_{k}=\{-k,-k+1, \ldots, k-1\}$. Then by the Trace Theorem for Sobolev Functions we obtain that

$$
\begin{gathered}
\int_{Q_{k}(0)} u^{\#} \nabla \varphi d x=\sum_{i \in I_{k}^{n}} \int_{i+Y} u^{\#} \nabla \varphi d x=\sum_{i \in I_{k}^{n}} \int_{Y} u^{\#}(x+i) \nabla \varphi(x+i) d x= \\
=\sum_{i \in I_{k}^{n}} \int_{Y} u \nabla(T[i] \varphi) d x= \\
=-\sum_{i \in I_{k}^{n}} \int_{Y}(T[i] \varphi) \nabla u d x+\sum_{i \in I_{k}^{n}} \int_{\partial Y} T[i] \varphi \gamma_{Y} u \mathbf{n}_{Y} d \mathcal{H}^{n-1}= \\
=-\sum_{i \in I_{k}^{n}} \int_{Y} \varphi(x+i) \nabla u(x+i) d x+\sum_{i \in I_{k}^{n}} \int_{\partial Y} T[i] \varphi \gamma_{Y} u \mathbf{n}_{Y} d \mathcal{H}^{n-1}= \\
=-\sum_{i \in I_{k}^{n}} \int_{i+Y} \varphi(\nabla u)^{\#} d x+\sum_{i \in I_{k}^{n}} \int_{\partial Y} T[i] \varphi \gamma_{Y} u \mathbf{n}_{Y} d \mathcal{H}^{n-1}= \\
=-\int_{Q_{k}(0)} \varphi(\nabla u)^{\#} d x+\sum_{i \in I_{k}^{n}} \int_{\partial Y} T[i] \varphi \gamma_{Y} u \mathbf{n}_{Y} d \mathcal{H}^{n-1} .
\end{gathered}
$$

To complete the proof, we now observe that, if $S_{1}, \ldots, S_{2 n}$ are the faces of $Y$ so that $S_{n+1}$ is opposite to $S_{1}, S_{n+2}$ to $S_{2}$, and so on, it turns out that

$$
\sum_{i \in I_{k}^{n}} \int_{\partial Y} T[i] \varphi \gamma_{Y} u \mathbf{n}_{Y} d \mathcal{H}^{n-1}=0
$$

since, by using the properties of $\gamma_{Y} u$, for every $h=1, \ldots, n$, and $i \in I_{k}^{n}$ there exists $j_{h, i} \in I_{k}^{n}$ such that

$$
\int_{S_{h}} T[i] \varphi \gamma_{Y} u \mathbf{n}_{Y} d \mathcal{H}^{n-1}+\int_{S_{n+h}} T\left[j_{h, i}\right] \varphi \gamma_{Y} u \mathbf{n}_{Y} d \mathcal{H}^{n-1}=0
$$

By virtue of Proposition 4.5.2, the elements of $W_{\text {per }}^{1, p}(Y)$ can be thought as periodic functions defined a.e. in $\mathbf{R}^{n}$. In the sequel we will always assume such identification.

## Chapter 5

## Lower Semicontinuity and Minimization of Integral Functionals

In this chapter we introduce the study of some types of integral functionals of the calculus of variations, i.e. those of the kind

$$
F(\Omega, u)=\int_{\Omega} f(x, \nabla u) d x
$$

on "regular" functions, that will be our energy functionals.
We prove some lower semicontinuity and minimization properties of certain convex functionals of this kind, when they are defined in $B V$ and Sobolev spaces.

## §5.1 Functionals on $B V$ Spaces

Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ be convex and lower semicontinuous. Then the study of the lower semicontinuity properties of a functional of the type

$$
u \mapsto \int_{\Omega} f(\nabla u) d x,
$$

when settled in the framework of $B V$ spaces, naturally leads to the problem of the "correct" definition of the functional itself, due to the presence of singular parts in the gradients of $B V$ functions that are not taken into account in the above integral.

A possible approach to this problem has been proposed by C. Goffman and J. Serrin in 1964 (cf. [GS], and Theorem 6.3.3 in the next chapter)
with the introduction of suitable convex functionals defined on spaces of measures, according to the point of view expressed in Remark 2.3.6.

In this section we consider a convex functional defined on the space of Borel measures and strictly linked to those considered in [GS] (cf. [Bu2] for additional references on the subject), of which we study the lower semicontinuity properties with respect to weak* topology. This approach allows us to deduce a lower semicontinuity result for the corresponding functionals defined in $B V$ spaces.

Let $\Omega$ be a Hausdorff locally compact space, $\mu$ be a $\sigma$-finite Borel positive measure on $\Omega$, and $f: \mathbf{R}^{m} \rightarrow[0,+\infty]$ be convex and lower semicontinuous. Then $f^{\infty}$ turns out to be well defined, convex and lower semicontinuous. Consequently, we can consider the functional $F$ defined as

$$
\begin{equation*}
F: \nu \in(\mathcal{M}(\Omega))^{m} \mapsto \int_{\Omega} f\left(\frac{d \nu^{\mathrm{a}}}{d \mu}\right) d \mu+\int_{\Omega} f^{\infty}\left(\frac{d \nu^{\mathrm{s}}}{d\left|\nu^{\mathrm{s}}\right|}\right) d\left|\nu^{\mathrm{s}}\right| . \tag{5.1.1}
\end{equation*}
$$

First of all, let us observe that

$$
F(\nu)=\int_{\Omega} f\left(\frac{d \nu^{\mathbf{a}}}{d \mu}\right) d \mu
$$

whenever $\nu \in(\mathcal{M}(\Omega))^{m}$ is absolutely continuous with respect to $\mu$,
and that, if $\lim _{z \rightarrow \infty} \frac{f(z)}{|z|}=+\infty$, then $f^{\infty}(0)=0, f^{\infty}(z)=+\infty$ for every $z \neq 0$, and

$$
F(\nu)=+\infty \text { whenever } \nu \in(\mathcal{M}(\Omega))^{m} \text { satisfies }\left|\nu^{s}\right|(\Omega) \neq 0
$$

Let us now prove some preparatory results.
Lemma 5.1.1. Let $(\Omega, \mathcal{E})$ be a measure space, and $\mu$ be a positive measure on $\mathcal{E}$. For every $h \in \mathbf{N}$ let $g_{h}: \Omega \rightarrow[0,+\infty]$ be $\mathcal{E}$-measurable, and set $g: x \in \Omega \mapsto \sup _{h \in \mathbf{N}} g_{h}(x)$. Then

$$
\int_{\Omega} g d \mu=\sup \left\{\sum_{j \in J} \int_{B_{j}} g_{j} d \mu:\left\{B_{j}\right\}_{j \in J} \subseteq \mathcal{E} \text { finite partition of } \Omega\right\}
$$

Proof. It is clear that

$$
\begin{gather*}
\int_{\Omega} g d \mu \geq  \tag{5.1.2}\\
\geq \sup \left\{\sum_{j \in J} \int_{B_{j}} g_{j} d \mu:\left\{B_{j}\right\}_{j \in J} \subseteq \mathcal{E} \text { finite partition of } \Omega\right\} .
\end{gather*}
$$

For every $h \in \mathbf{N}$ we set $f_{h}: x \in \Omega \mapsto \max \left\{g_{1}(x), \ldots, g_{h}(x)\right\}$. Then it is clear that $\lim _{h \rightarrow+\infty} f_{h}(x)=g(x)$ for $\mu$-a.e. $x \in \Omega$, and, by the Monotone Convergence Theorem, that

$$
\int_{\Omega} g d \mu=\lim _{h \rightarrow+\infty} \int_{\Omega} f_{h} d \mu .
$$

Because of this, once we observe that for every $h \in \mathbf{N}$ a finite partition $\left\{B_{1}^{h}, \ldots, B_{m_{h}}^{h}\right\} \subseteq \mathcal{E}$ of $\Omega$ can be found such that $f_{h}=g_{j}$ in $B_{j}^{h}$ for every $j \in\left\{B_{1}^{h}, \ldots, B_{m_{h}}^{h}\right\}$, we conclude that

$$
\begin{gather*}
\int_{\Omega} g d \mu=\lim _{h \rightarrow+\infty} \sum_{j=1}^{m_{h}} \int_{B_{j}^{h}} g_{j} d \mu \leq  \tag{5.1.3}\\
\leq \sup \left\{\sum_{j \in J} \int_{B_{j}} g_{j} d \mu:\left\{B_{j}\right\}_{j \in J} \subseteq \mathcal{E} \text { finite partition of } \Omega\right\} .
\end{gather*}
$$

By (5.1.2), and (5.1.3) the lemma follows.
Lemma 5.1.2. Let $\Omega$ be a Hausdorff locally compact space. Then, for every couple of disjoint compact subsets $K_{1}$, and $K_{2}$ of $\Omega$ there exist two open sets $A_{1}$, and $A_{2}$ having compact closures such that $K_{1} \subseteq A_{1}, K_{2} \subseteq A_{2}$, and $\bar{A}_{1} \cap \bar{A}_{2}=\emptyset$.

Proof. Let $x_{2} \in K_{2}$. Then, being $\Omega$ Hausdorff and locally compact, for every $x_{1} \in K_{1}$ there exist $I_{x_{1}} \in \mathcal{N}\left(x_{1}\right)$ having compact closure, and $I_{x_{2}} \in \mathcal{N}\left(x_{2}\right)$ having compact closure such that $I_{x_{1}} \cap I_{x_{2}}=\emptyset$.

It is clear that the family $\left\{I_{x_{1}}: x_{1} \in K_{1}\right\}$ forms a covering of $K_{1}$, therefore, by extracting a finite subcovering, we can construct an open set $B_{1}$, depending on $x_{2}$ and having compact closure, and $J_{x_{2}} \in \mathcal{N}\left(x_{2}\right)$ having compact closure such that $K_{1} \subseteq B_{1}$, and $B_{1} \cap J_{x_{2}}=\emptyset$.

We now observe that the family $\left\{J_{x_{2}}: x_{2} \in K_{2}\right\}$ forms a covering of $K_{2}$, therefore, by extracting a finite subcovering, we can construct two open set $A_{1}$ and $B_{2}$ with compact closure such that $K_{1} \subseteq A_{1}, K_{2} \subseteq B_{2}$ and $A_{1} \cap B_{2}=\emptyset$. Moreover, it also turns out that $\overline{A_{1}} \cap K_{2}=\emptyset$.

Because of this, and by repeating the same above arguments applied to $K_{2}$ and $\overline{A_{1}}$ in place of $K_{1}$ and $K_{2}$, we construct an open set $A_{2}$ with compact closure such that $K_{2} \subseteq A_{2}$, and $\overline{A_{1}} \cap \overline{A_{2}}=\emptyset$. This completes the proof.

We are now in position to prove the lower semicontinuity result.
Theorem 5.1.3. Let $\Omega$ be a Hausdorff locally compact space, $\mu$ be a $\sigma$ finite Borel positive measure on $\Omega$, and $f: \mathbf{R}^{m} \rightarrow[0,+\infty]$ be convex and
lower semicontinuous. Let $F$ be defined by (5.1.1). Then $F$ is weak*-$(\mathcal{M}(\Omega))^{m}$-lower semicontinuous.

Proof. By using Proposition 1.1.12, we deduce the existence of $\left\{a_{h}\right\} \subseteq \mathbf{R}^{m}$, and of $\left\{b_{h}\right\} \subseteq \mathbf{R}$ for which, by setting for every $h \in \mathbf{N}, f_{h}: z \in \mathbf{R}^{m} \mapsto$ $\left(a_{h} \cdot z+b_{h}\right)^{+}$, it results

$$
\begin{equation*}
f(z)=\sup \left\{f_{h}(z): h \in \mathbf{N}\right\} \text { for every } z \in \mathbf{R}^{m} \tag{5.1.4}
\end{equation*}
$$

By Lebesgue Decomposition Theorem, for every $\nu \in(\mathcal{M}(\Omega))^{m}$ let $N_{0} \in \mathcal{B}(\Omega)$ satisfy $\mu\left(N_{0}\right)=0$, and $\left|\nu^{\mathrm{s}}\right|\left(\Omega \backslash N_{0}\right)=0$. Moreover, by RadonNikodym Theorem, let $N^{\mathrm{a}}, N^{\mathrm{s}} \in \mathcal{B}(\Omega)$ with $\mu\left(N^{\mathrm{a}}\right)=0$, and $\left|\nu^{\mathrm{s}}\right|\left(\Omega \backslash N^{\mathrm{s}}\right)=$ 0 , be such that $\frac{d \nu^{\mathrm{a}}}{d \mu}(x)$ exists for every $x \in \Omega \backslash N^{\mathrm{a}}$, and $\frac{d \nu^{\mathrm{s}}}{d \mid \nu^{\mathrm{s} \mid}}(x)$ exists for every $x \in N^{\mathrm{s}}$. We can clearly assume that $N^{\mathrm{s}} \subseteq N_{0} \subseteq N^{\mathrm{a}}$.

For every $h \in \mathbf{N}$, and $\nu \in(\mathcal{M}(\Omega))^{m}$ let us define

$$
g_{h}: x \in\left(\Omega \backslash N^{\mathrm{a}}\right) \cup N^{\mathrm{s}} \mapsto \begin{cases}f_{h}\left(\frac{d \nu^{\mathrm{a}}}{d \mu}(x)\right) & \text { if } x \in \Omega \backslash N^{\mathrm{a}}  \tag{5.1.5}\\ f_{h}^{\infty}\left(\frac{d \nu^{\mathrm{s}}}{d\left|\nu^{\mathrm{s}}\right|}(x)\right) & \text { if } x \in N^{\mathrm{s}}\end{cases}
$$

then $g_{h}$ turns out to be defined $\mu+\left|\nu^{\mathrm{s}}\right|$-a.e. in $\Omega$, since
$\left(\mu+\left|\nu^{\mathrm{s}}\right|\right)\left(N^{\mathrm{a}} \backslash N^{\mathrm{s}}\right)=\mu\left(N^{\mathrm{a}} \backslash N^{\mathrm{s}}\right)+\left|\nu^{\mathrm{s}}\right|\left(N^{\mathrm{a}} \backslash N^{\mathrm{s}}\right) \leq \mu\left(N^{\mathrm{a}}\right)+\left|\nu^{\mathrm{s}}\right|\left(\Omega \backslash N^{\mathrm{s}}\right)=0$,
and

$$
\begin{gather*}
\int_{\Omega} g_{h} d\left(\mu+\left|\nu^{\mathrm{s}}\right|\right)=  \tag{5.1.6}\\
=\int_{\Omega \backslash N^{\mathrm{a}}} f_{h}\left(\frac{d \nu^{\mathrm{a}}}{d \mu}\right) d\left(\mu+\left|\nu^{\mathrm{s}}\right|\right)+\int_{N^{\mathrm{s}}} f_{h}^{\infty}\left(\frac{d \nu^{\mathrm{s}}}{d\left|\nu^{\mathrm{s}}\right|}\right) d\left(\mu+\left|\nu^{\mathrm{s}}\right|\right)= \\
=\int_{\Omega} f_{h}\left(\frac{d \nu^{\mathrm{a}}}{d \mu}\right) d \mu+\int_{\Omega} f_{h}^{\infty}\left(\frac{d \nu^{\mathrm{s}}}{d\left|\nu^{\mathrm{s}}\right|}\right) d\left|\nu^{\mathrm{s}}\right|
\end{gather*}
$$

We now observe that (5.1.4) trivially implies that
$\sup _{h \in \mathbf{N}} g_{h}(x)=\left\{\begin{array}{ll}f\left(\frac{d \nu^{\mathrm{a}}}{d \mu}(x)\right) & \text { if } x \in \Omega \backslash N^{\mathrm{a}} \\ f^{\infty}\left(\frac{d \nu^{\mathrm{s}}}{d\left|\nu^{\mathrm{s}}\right|}(x)\right) & \text { if } x \in N^{\mathrm{s}},\end{array}\right.$ for every $x \in\left(\Omega \backslash N^{\mathrm{a}}\right) \cup N^{\mathrm{s}}$,
therefore, by (5.1.6), and Lemma 5.1.1, we conclude that

$$
F(\nu)=\sup \left\{\sum_{j \in J} \int_{B_{j}} f_{j}\left(\frac{d \nu^{\mathrm{a}}}{d \mu}\right) d \mu+\int_{B_{j}} f_{j}^{\infty}\left(\frac{d \nu^{\mathrm{s}}}{d\left|\nu^{\mathrm{s}}\right|}\right) d\left|\nu^{\mathrm{s}}\right|:\right.
$$

$\left\{B_{j}\right\}_{j \in J} \subseteq \mathcal{B}(\Omega)$ finite partition of $\left.\Omega\right\}$ for every $\nu \in(\mathcal{M}(\Omega))^{m}$,
from which, by using the regularity properties of Borel positive measures, we also have that

$$
\begin{equation*}
F(\nu)=\sup \left\{\sum_{j \in J} \int_{K_{j}} f_{j}\left(\frac{d \nu^{\mathrm{a}}}{d \mu}\right) d \mu+\int_{K_{j}} f_{j}^{\infty}\left(\frac{d \nu^{\mathrm{s}}}{d\left|\nu^{\mathrm{s}}\right|}\right) d\left|\nu^{\mathrm{s}}\right|:\right. \tag{5.1.7}
\end{equation*}
$$

$\left\{K_{j}\right\}_{j \in J}$ finite set of pairwise disjoint compact subsets of $\left.\Omega\right\}$

$$
\text { for every } \nu \in(\mathcal{M}(\Omega))^{m} \text {. }
$$

In addition, by (5.1.7), and Lemma 5.1.2, we also obtain that

$$
F(\nu)=\sup \left\{\sum_{j \in J} \int_{A_{j}} f_{j}\left(\frac{d \nu^{\mathrm{a}}}{d \mu}\right) d \mu+\int_{A_{j}} f_{j}^{\infty}\left(\frac{d \nu^{\mathrm{s}}}{d\left|\nu^{\mathrm{s}}\right|}\right) d\left|\nu^{\mathrm{s}}\right|:\right.
$$

$\left\{A_{j}\right\}_{j \in J}$ finite set of pairwise disjoint open subsets of $\left.\Omega\right\}$

$$
\text { for every } \nu \in(\mathcal{M}(\Omega))^{m},
$$

therefore, to prove the theorem, we only have to prove that for every $A \in \mathcal{A}(\Omega)$, and $h \in \mathbf{N}$, the functional $\nu \in(\mathcal{M}(\Omega))^{m} \mapsto \int_{A} f_{h}\left(\frac{d \nu^{\mathrm{a}}}{d \mu}\right) d \mu+$ $\int_{A} f_{h}^{\infty}\left(\frac{d \nu^{s}}{d\left|\nu^{s}\right|}\right) d\left|\nu^{\mathrm{s}}\right|$ is weak ${ }^{*}-(\mathcal{M}(\Omega))^{m}$-lower semicontinuous.

To see this, we first observe that

$$
f_{h}^{\infty}(z)=\left(a_{h} \cdot z\right)^{+} \text {for every } h \in \mathbf{N}, z \in \mathbf{R}^{m},
$$

and that, by (5.1.5),

$$
\begin{gathered}
g_{h}(x)=\left(\left(a_{h} \cdot \frac{d \nu^{\mathrm{a}}}{d \mu}(x)+b_{h}\right) \chi_{\Omega \backslash N^{\mathrm{a}}}(x)+a_{h} \cdot \frac{d \nu^{\mathrm{s}}}{d\left|\nu^{\mathrm{s}}\right|}(x) \chi_{N^{\mathrm{s}}}(x), 0\right)^{+} \\
\text {for every } h \in \mathbf{N}, \text { and }\left(\mu+\left|\nu^{\mathrm{s}}\right|\right) \text {-a.e. } x \in \Omega .
\end{gathered}
$$

Consequently, by using also (5.1.6) and Corollary 2.4.7, for every $A \in$ $\mathcal{A}(\Omega)$, and $h \in \mathbf{N}$ we have that

$$
\begin{equation*}
\int_{A} f_{h}\left(\frac{d \nu^{\mathrm{a}}}{d \mu}\right) d \mu+\int_{A} f_{h}^{\infty}\left(\frac{d \nu^{\mathrm{s}}}{d\left|\nu^{\mathrm{s}}\right|}\right) d\left|\nu^{\mathrm{s}}\right|=\int_{A} g_{h} d\left(\mu+\left|\nu^{\mathrm{s}}\right|\right)= \tag{5.1.8}
\end{equation*}
$$

$=\sup \left\{\int_{A \backslash N^{\mathrm{a}}}\left(a_{h} \cdot \frac{d \nu^{\mathrm{a}}}{d \mu}+b_{h}\right) \varphi d\left(\mu+\left|\nu^{\mathrm{s}}\right|\right)+\int_{A \cap N^{\mathrm{s}}} a_{h} \cdot \frac{d \nu^{\mathrm{s}}}{d\left|\nu^{\mathrm{s}}\right|} \varphi d\left(\mu+\left|\nu^{\mathrm{s}}\right|\right):\right.$

$$
\begin{gathered}
\left.\varphi \in C_{0}^{0}(A), 0 \leq \varphi \leq 1\right\}= \\
=\sup \left\{a_{h} \cdot \int_{A} \varphi d \nu+b_{h} \int_{A} \varphi d \mu: \varphi \in C_{0}^{0}(A), 0 \leq \varphi \leq 1\right\} \\
\text { for every } \nu \in(\mathcal{M}(\Omega))^{m} .
\end{gathered}
$$

Because of this, the proof follows, since the functionals in the righthand side of $(5.1 .8)$ are weak*$-(\mathcal{M}(\Omega))^{m}$ continuous.

Coming back to the lower semicontinuity problem in $B V$ spaces, Theorem 5.1.3 suggests the introduction, for every $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ and $f: \mathbf{R}^{n} \rightarrow$ $[0,+\infty]$, of the functional

$$
\begin{equation*}
G: u \in B V(\Omega) \mapsto \int_{\Omega} f(\nabla u) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| \tag{5.1.9}
\end{equation*}
$$

First of all, let us observe that

$$
G(u)=\int_{\Omega} f(\nabla u) d x \text { whenever } u \in W^{1,1}(\Omega),
$$

and that, if $\lim _{z \rightarrow \infty} \frac{f(z)}{|z|}=+\infty$, then $f^{\infty}(0)=0, f^{\infty}(z)=+\infty$ for every $z \neq 0$, and

$$
G(u)=+\infty \text { whenever } u \in B V(\Omega) \backslash W^{1,1}(\Omega) .
$$

Then, from Theorem 5.1.3 the following lower semicontinuity result for functionals on $B V$ spaces follows.

Theorem 5.1.4. Let $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ be convex and lower semicontinuous, $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and let $G$ be defined by (5.1.9). Then $G$ is weak*- $B V(\Omega)$ lower semicontinuous.

Proof. Follows from Theorem 5.1.3.

## §5.2 Functionals on Sobolev Spaces

In this section we discuss the lower semicontinuity properties, with respect to weak convergence, of integral functionals of the kind

$$
\begin{equation*}
u \rightarrow \int_{\Omega} f(x, \nabla u(x)) d x \tag{5.2.1}
\end{equation*}
$$

defined in Sobolev spaces, where $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $f$ is a function defined in $\Omega \times \mathbf{R}^{n}$.

Integrands in (5.2.1) are obtained through the composition of $f$ with measurable functions, thus getting, in general, non-necessarily measurable integrands. The following result provides conditions ensuring the measurability of such compositions.

Proposition 5.2.1. Let $\Omega \in \mathcal{L}_{n}\left(\mathbf{R}^{n}\right)$, and $f:(x, z) \in \Omega \times \mathbf{R}^{n} \mapsto f(x, z) \in$ $[-\infty,+\infty]$ be $\left(\mathcal{L}_{n}(\Omega) \times \mathcal{B}\left(\mathbf{R}^{n}\right)\right)$-measurable. Then, for every m: $\Omega \rightarrow \mathbf{R}^{n}$ measurable, the composition $x \rightarrow f(x, m(x))$ is measurable.

Proof. Let $m$ be as above, and set $\widetilde{m}: x \in \Omega \mapsto(x, m(x)) \in \Omega \times \mathbf{R}^{n}$.
Then, the measurability of $m$ implies that

$$
\begin{gather*}
\widetilde{m}^{-1}(A \times B)=A \cap m^{-1}(B) \in \mathcal{L}_{n}(\Omega)  \tag{5.2.2}\\
\text { for every } A \in \mathcal{L}_{n}(\Omega), B \in \mathcal{B}\left(\mathbf{R}^{n}\right)
\end{gather*}
$$

Now, it is easy to verify that the set $\left\{X \subseteq \Omega \times \mathbf{R}^{n}: \widetilde{m}^{-1}(X) \in \mathcal{L}_{n}(\Omega)\right\}$ is a $\sigma$-algebra, therefore (5.2.2) yields

$$
\mathcal{L}_{n}(\Omega) \times \mathcal{B}\left(\mathbf{R}^{n}\right) \subseteq\left\{X \subseteq \Omega \times \mathbf{R}^{n}: \widetilde{m}^{-1}(X) \in \mathcal{L}_{n}(\Omega)\right\}
$$

Because of this, the measurability of the composition follows since
$\{x \in \Omega: f(x, m(x))>\lambda\}=\widetilde{m}^{-1}\left(f^{-1}(] \lambda,+\infty[)\right)$ for every $\lambda \in \mathbf{R}$.

In particular, given $\Omega \in \mathcal{L}_{n}\left(\mathbf{R}^{n}\right)$, we point out a class of particularly significant $\left(\mathcal{L}_{n}(\Omega) \times \mathcal{B}\left(\mathbf{R}^{n}\right)\right)$-measurable functions: the one of the indicator functions of balls with varying radius. More precisely, if $\varphi: \Omega \rightarrow] 0,+\infty[$ is $\mathcal{L}_{n}(\Omega)$-measurable, then $(x, z) \in \Omega \times \mathbf{R}^{n} \rightarrow I_{\overline{B_{\varphi(x)}(0)}}(z)$ turns out to be $\left(\mathcal{L}_{n}(\Omega) \times \mathcal{B}\left(\mathbf{R}^{n}\right)\right)$-measurable, since, as $\lambda$ varies in $\mathbf{R},\left\{(x, z) \in \Omega \times \mathbf{R}^{n}\right.$ : $f(x, z) \geq \lambda\}$ can be equal to $\Omega \times \mathbf{R}^{n}$, or to $\left\{(x, z) \in \Omega \times \mathbf{R}^{n}: \varphi(x)<|z|\right\}$ that is clearly $\left(\mathcal{L}_{n}(\Omega) \times \mathcal{B}\left(\mathbf{R}^{n}\right)\right)$-measurable.

We also observe that, if $\Omega, \varphi$ are as above, and $\left.\left.f: \Omega \times \mathbf{R}^{n} \rightarrow\right]-\infty,+\infty\right]$ is Borel, then $(x, z) \in \Omega \times \mathbf{R}^{n} \rightarrow f(x, z)+I_{\overline{B_{\varphi(x)}(0)}}(z)$ is $\left(\mathcal{L}_{n}(\Omega) \times \mathcal{B}\left(\mathbf{R}^{n}\right)\right)$ measurable.

We can now prove the lower semicontinuity result.
Theorem 5.2.2. Let $p \in[1,+\infty], \Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $f: \Omega \times \mathbf{R}^{n} \rightarrow[0,+\infty]$ be $\left(\mathcal{L}_{n}(\Omega) \times \mathcal{B}\left(\mathbf{R}^{n}\right)\right)$-measurable, and such that

$$
f(x, \cdot) \text { is convex and lower semicontinuous for a.e. } x \in \Omega .
$$

Then the functional

$$
F: u \in W^{1, p}(\Omega) \mapsto \int_{\Omega} f(x, \nabla u) d x
$$

is sequentially weak- $W^{1, p}(\Omega)$-lower semicontinuous if $p \in[1,+\infty[$, sequentially weak ${ }^{*}-W^{1, \infty}(\Omega)$-lower semicontinuous if $p=+\infty$.

Proof. Let us first assume that $p \in[1,+\infty[$.

First of all, let us observe that $F$ is lower semicontinuous in the strong $W^{1, p}(\Omega)$ topology. In fact, if $\left\{u_{h}\right\} \subseteq W^{1, p}(\Omega), u \in W^{1, p}(\Omega)$ satisfy $u_{h} \rightarrow u$ in $W^{1, p}(\Omega)$, let $\left\{u_{h_{k}}\right\} \subseteq\left\{u_{h}\right\}$ be such that $\nabla u_{h_{k}} \rightarrow \nabla u$ a.e. in $\Omega$, and $\liminf _{k \rightarrow+\infty} F\left(u_{h_{k}}\right)=\liminf _{h \rightarrow+\infty} F\left(u_{h}\right)$. Then Fatou's lemma yields

$$
\begin{gathered}
\int_{\Omega} f(x, \nabla u) d x \leq \int_{\Omega} \liminf _{k \rightarrow+\infty} f\left(x, \nabla u_{h_{k}}\right) d x \leq \\
\leq \liminf _{k \rightarrow+\infty} \int_{\Omega} f\left(x, \nabla u_{h_{k}}\right) d x=\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(x, \nabla u_{h}\right) d x
\end{gathered}
$$

from which the $W^{1, p}(\Omega)$-lower semicontinuity of $F$ follows.
Because of this, and Theorem 1.1.13 the proof follows if $p \in[1,+\infty[$.
If $p=+\infty$, let $\left\{u_{h}\right\} \subseteq W^{1, \infty}(\Omega), u \in W^{1, \infty}(\Omega)$ be such that $u_{h} \rightarrow u$ in weak*- $W^{1, \infty}(\Omega)$, and let $A \in \mathcal{A}_{0}$ with $A \subset \subset \Omega$. Then, for every $q \in$ $\left[1,+\infty\left[, u_{h} \rightarrow u\right.\right.$ in weak- $W^{1, q}(A)$, and by the above treated case it follows that

$$
\int_{A} f(x, \nabla u) d x \leq \liminf _{h \rightarrow+\infty} \int_{A} f\left(x, \nabla u_{h}\right) d x \leq \liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(x, \nabla u_{h}\right) d x
$$

from which the proof follows letting $A$ increase to $\Omega$.

## §5.3 Minimization of Integral Functionals

In the present section we apply the abstract minimization results of Chapter 3 to the concrete case of the integral functionals considered in the previous sections, and for some Dirichlet and Neumann minimum problems.

Of course, the minimum problems that we consider here, as well as those in the next chapters, have an illustrative value, and the integral functionals to be minimized contain pieces that make them fulfil the necessary coerciveness assumptions.

We start with the case of functionals on $B V$ spaces.
Theorem 5.3.1. Let $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ be convex, lower semicontinuous, and satisfying

$$
\begin{equation*}
|z| \leq f(z) \text { for every } z \in \mathbf{R}^{n} \tag{5.3.1}
\end{equation*}
$$

Then, for every $\Omega \in \mathcal{A}_{0}$ with Lipschitz boundary, $\left.\lambda \in\right] 0,+\infty[, r \in] 1,1^{*}[$, and $\beta \in L^{r^{\prime}}(\Omega)$ the problem

$$
\begin{gathered}
\min \left\{\int_{\Omega} f(\nabla u) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x:\right. \\
u \in B V(\Omega)\}
\end{gathered}
$$

has a solution.
Proof. Let $\Omega, \lambda, r, \beta$ be as above. The proof follows from Theorem 3.1.4, once we prove that the functional
$F: u \in B V(\Omega) \mapsto \int_{\Omega} f(\nabla u) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x$
is sequentially weak*- $B V(\Omega)$ lower semicontinuous and sequentially coercive in the same topology.

To prove the sequential weak*- $B V(\Omega)$ lower semicontinuity of $F$ let $\left\{u_{h}\right\} \subseteq B V(\Omega), u \in B V(\Omega)$ be such that $u_{h} \rightarrow u$ in weak ${ }^{*}-B V(\Omega)$, and assume for simplicity that $\lim _{h \rightarrow+\infty} F\left(u_{h}\right)$ exists. Then $\left\{u_{h}\right\}$ turns out to be bounded in $B V(\Omega)$, and by Theorem 4.2.11, there exist $\left\{u_{h_{k}}\right\} \subseteq\left\{u_{h}\right\}$ and $u \in B V(\Omega)$ such that $u_{h_{k}} \rightarrow u$ in $L^{r}(\Omega)$.

Because of this, and by Theorem 5.1.4, we conclude that

$$
F(u) \leq \liminf _{k \rightarrow+\infty} F\left(u_{h_{k}}\right)=\liminf _{h \rightarrow+\infty} F\left(u_{h}\right),
$$

that is the desired lower semicontinuity.
To prove the sequential coerciveness of $F$ in the weak*- $B V(\Omega)$ topology, let us first observe that (5.3.1) implies that

$$
\begin{equation*}
|z| \leq f^{\infty}(z) \text { for every } z \in \mathbf{R}^{n}, \tag{5.3.2}
\end{equation*}
$$

therefore, by (5.3.1), and (5.3.2) it follows that

$$
|D u|(\Omega)+\lambda\|u\|_{L^{r}(\Omega)}^{r}-\|\beta\|_{L^{r^{\prime}}(\Omega)}\|u\|_{L^{r}(\Omega)} \leq F(u) \text { for every } u \in B V(\Omega),
$$

from which we conclude that, for every $c \in \mathbf{R},\{v \in B V(\Omega): F(v) \leq c\} \subseteq$ $\left\{v \in B V(\Omega):|D v|(\Omega)+\lambda\|v\|_{L^{r}(\Omega)}^{r}-\|\beta\|_{L^{r^{\prime}}(\Omega)}\|v\|_{L^{r}(\Omega)} \leq c\right\}$.

Now Proposition 4.4.1 implies that this last set is compact once we equip it with the weak*-BV( $\Omega)$ topology, so, if $c \in \mathbf{R}$, and $\left\{u_{h}\right\} \subseteq\{v \in$ $B V(\Omega): F(v) \leq c\}$, there exist $\left\{u_{h_{k}}\right\} \subseteq\left\{u_{h}\right\}$ and $u \in\{v \in B V(\Omega)$ : $\left.|D v|(\Omega)+\lambda\|v\|_{L^{r}(\Omega)}^{r}-\|\beta\|_{L^{r^{\prime}}(\Omega)}\|v\|_{L^{r}(\Omega)} \leq c\right\}$ such that $u_{h_{k}} \rightarrow u$ in weak ${ }^{*}$ $B V(\Omega)$. Consequently, by the previously proved lower semicontinuity of $F$, it follows that

$$
F(u) \leq \liminf _{k \rightarrow+\infty} F\left(u_{h_{k}}\right) \leq c,
$$

from which we conclude that $u \in\{v \in B V(\Omega): F(v) \leq c\}$, and therefore that $F$ is sequentially coercive in the weak*- $B V(\Omega)$ topology.

Theorem 5.3.2. Let $p \in] 1,+\infty], \Omega \in \mathcal{A}_{0}$ have Lipschitz boundary, and $f: \Omega \times \mathbf{R}^{n} \rightarrow[0,+\infty]$ be $\left(\mathcal{L}_{n}(\Omega) \times \mathcal{B}\left(\mathbf{R}^{n}\right)\right)$-measurable, and such that
$f(x, \cdot)$ is convex and lower semicontinuous for a.e. $x \in \Omega$,

$$
\begin{cases}|z|^{p} \leq f(x, z) \text { for a.e. } x \in \Omega \text { and every } z \in \mathbf{R}^{n} & \text { if } p \in] 1,+\infty[  \tag{5.3.3}\\ \operatorname{dom} f(x, \cdot) \subseteq B_{R}(0) \text { for a.e. } x \in \Omega & \text { if } p=+\infty\end{cases}
$$

for some $R>0$. Then, for every $\lambda \in] 0,+\infty\left[, r \in\left[1, p^{*}\left[\right.\right.\right.$, and $\beta \in L^{p^{\prime}}(\Omega)$ the problem

$$
\min \left\{\int_{\Omega} f(x, \nabla u) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x: \in W^{1, p}(\Omega)\right\}
$$

has a solution.
Proof. Let $\Omega, \lambda, r, \beta$ be as above. As in Theorem 5.3.1, the proof follows from Theorem 3.1.4, once we prove that the functional

$$
F: u \in W^{1, p}(\Omega) \mapsto \int_{\Omega} f(x, \nabla u) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x
$$

is sequentially lower semicontinuous and sequentially coercive in the weak$W^{1, p}(\Omega)$ topology if $\left.p \in\right] 1,+\infty\left[\right.$, or in the weak ${ }^{*}-W^{1, \infty}(\Omega)$ one if $p=+\infty$.

The proof of the lower semicontinuity of $F$ follows as in the proof of Theorem 5.3.1, and by exploiting Rellich-Kondrachov Compactness Theorem in place of Theorem 4.2.11, and Theorem 5.2.2 in place of Theorem 5.1.4.

To prove the sequential coerciveness properties of $F$, let us first consider the case when $p \in] 1,+\infty[$. Let us first observe that (5.3.3) implies that

$$
\begin{gathered}
\|D u\|_{L^{p}(\Omega)}^{p}+\lambda\|u\|_{L^{r}(\Omega)}^{r}-\|\beta\|_{L^{p^{\prime}}(\Omega)}\|u\|_{L^{p}(\Omega)} \leq F(u) \\
\text { for every } u \in W^{1, p}(\Omega),
\end{gathered}
$$

from which we conclude that, for every $c \in \mathbf{R},\left\{v \in W^{1, p}(\Omega): F(v) \leq c\right\} \subseteq$ $\left\{v \in W^{1, p}(\Omega):\|\mid D v\|_{L^{p}(\Omega)}^{p}+\lambda\|v\|_{L^{r}(\Omega)}^{r}-\|\beta\|_{L^{p^{\prime}}(\Omega)}\|v\|_{W^{1, p}(\Omega)} \leq c\right\}$.

Now Proposition 4.4.3 implies that this last set is relatively sequentially compact once we equip it with the weak- $W^{1, p}(\Omega)$ topology, and the proof completes as in the one of Theorem 5.3.1.

Finally, when $p=+\infty$, (5.3.3) implies that

$$
\begin{gathered}
I_{]-R, R[ }\left(\|\mid D u\|_{L^{\infty}(\Omega)}\right)+\lambda\|u\|_{L^{r}(\Omega)}^{r}-\|\beta\|_{L^{\infty}(\Omega)}\|u\|_{L^{1}(\Omega)} \leq F(u) \\
\text { for every } u \in W^{1, \infty}(\Omega),
\end{gathered}
$$

from which we conclude that, for every $c \in \mathbf{R},\left\{v \in W^{1, \infty}(\Omega): F(v) \leq c\right\} \subseteq$ $\left\{v \in W^{1, \infty}(\Omega):\|\mid D v\|_{L^{\infty}(\Omega)} \leq R, \lambda\|v\|_{L^{r}(\Omega)}^{r}-\mathcal{L}^{n}(\Omega)\|\beta\|_{L^{\infty}(\Omega)}\|v\|_{W^{1, \infty}(\Omega)}\right.$ $\leq c\}$.

Now Proposition 4.4.3 implies that this last set is relatively sequentially compact once we equip it with the weak ${ }^{*}-W^{1, \infty}(\Omega)$ topology, and the proof completes as in the one of Theorem 5.3.1.

Theorem 5.3.3. Let $p, \Omega \in \mathcal{A}_{0}$, and $f$ be as in Theorem 5.3.2. Then, for ever $\beta \in L^{p^{\prime}}(\Omega)$ the problem

$$
\min \left\{\int_{\Omega} f(x, \nabla u) d x+\int_{\Omega} \beta u d x: \in W_{0}^{1, p}(\Omega)\right\}
$$

has a solution.
Proof. Let $\Omega, \beta$ be as above. As in Theorem 5.3.1, the proof follows from Theorem 3.1.4, once we prove that the functional

$$
F: u \in W_{0}^{1, p}(\Omega) \mapsto \int_{\Omega} f(x, \nabla u) d x+\int_{\Omega} \beta u d x
$$

is sequentially lower semicontinuous and sequentially coercive in the weak$W^{1, p}(\Omega)$ topology if $\left.p \in\right] 1,+\infty\left[\right.$, or in the weak ${ }^{*}-W^{1, \infty}(\Omega)$ one if $p=+\infty$.

The lower semicontinuity of $F$ follows directly from Theorem 5.2.2, and the continuity in the weak- $W^{1, p}(\Omega)$ topology if $\left.p \in\right] 1,+\infty[$, or in the weak $^{*}-W^{1, \infty}(\Omega)$ one if $p=+\infty$ of $u \in W_{0}^{1, p}(\Omega) \mapsto \int_{\Omega} \beta u d x$.

To prove the sequential coerciveness properties of $F$, let us first consider the case when $p \in] 1,+\infty[$. Let us first observe that (5.3.3) implies that

$$
\|\mid D u\|_{L^{p}(\Omega)}^{p}-\|\beta\|_{L^{p^{\prime}}(\Omega)}\|u\|_{L^{p}(\Omega)} \leq F(u) \text { for every } u \in W_{0}^{1, p}(\Omega),
$$

from which we conclude that, for every $c \in \mathbf{R},\left\{v \in W_{0}^{1, p}(\Omega): F(v) \leq c\right\} \subseteq$ $\left\{v \in W_{0}^{1, p}(\Omega):\|\mid D v\|_{L^{p}(\Omega)}^{p}-\|\beta\|_{L^{p^{\prime}}(\Omega)}\|v\|_{W^{1, p}(\Omega)} \leq c\right\}$.

Now Proposition 4.4.4 implies that this last set is relatively sequentially compact once we equip it with the weak- $W^{1, p}(\Omega)$ topology, and the proof completes as in the one of Theorem 5.3.1.

Finally, when $p=+\infty$, (5.3.3) implies that
$I_{]-R, R[ }\left(\|\mid D u\|_{L^{\infty}(\Omega)}\right)-\|\beta\|_{L^{r^{\prime}}(\Omega)}\|u\|_{L^{r}(\Omega)} \leq F(u)$ for every $u \in W_{0}^{1, \infty}(\Omega)$,
from which we conclude that, for every $c \in \mathbf{R},\left\{v \in W_{0}^{1, \infty}(\Omega): F(v) \leq\right.$ $c\} \subseteq\left\{v \in W_{0}^{1, \infty}(\Omega):\|D v\|_{L^{\infty}(\Omega)} \leq R\right\}$.

Now Proposition 4.4.4 implies that this last set is relatively sequentially compact once we equip it with the weak*- $W^{1, \infty}(\Omega)$ topology, and the proof completes as in the one of Theorem 5.3.1.

## Chapter 6

## Classical Results and Mathematical Models Originating Unbounded Functionals

The present chapter constitutes a brief introduction to unique extension, integral representation, relaxation, and homogenization problems by means of a presentation of some well established results in literature dealing with finite valued integral functionals of the calculus of variations. Obviously they are not necessarily the finest ones, but we hope they are significant enough to illustrate the main features of the above problems.

In the next chapters we will start our study on similar problems, but for functionals possibly taking also not finite values.

Finally, we describe the mathematical aspects of some physical models as an introduction to unbounded functionals. We emphasize that the essential difference between this classical theory, and the one that we introduce here and develop in the next chapters, is that in the first one integrands assume only finite values.

## §6.1 Classical Unique Extension Results

A classical mathematical problem deals with the extension of a given function to a larger definition set preserving some of its properties. For example, a classical item in this framework is given by Hahn-Banach Theorem.

A similar problem arises for example when $X$ is a dense subset of a topological space $(Y, \tau)$, and $f: X \rightarrow[-\infty,+\infty]$. In this case, besides the problem of the existence of an extension of $f$ from $X$ to $Y$ preserving certain properties, one may also ask whether such extension can be constructed in an essentially unique way.

The most elementary case occurs when $Y$ is a metric space, and $f$ is uniformly continuous. In this case, $f$ can be extended to $Y$ in a unique way, preserving the uniform continuity modulus. For example, a classical item in this framework is given by the definition of elementary functions.

A finer case occurs when one considers the non-parametric area functional $A$ defined on functions belonging to $C^{1}\left(\mathbf{R}^{n}\right)$.

Several methods had been developed in order to extend $A$ to all continuous functions. The oldest is due to Lebesgue, and another is due to Caccioppoli.

Roughly speaking, in the first method the extension is given by the semicontinuous envelope of $A$ in the uniform convergence topology. In the second one the extension is given by the semicontinuous envelope of $A$ in the $L^{1}$ topology. Then, a well known result (cf. [Mi2]) establishes that the two extensions agree. In this case, it is essentially convexity that is responsible for coincidence.

We refer to these types of problems as to unique extension problems.

## §6.2 Classical Integral Representation Results

Integral representation problems appear naturally in many situations, typically in the framework of functional analysis, relaxation, or of $\Gamma$-convergence of integrals of the calculus of variations, in which one has an abstract functional defined on some function spaces and verifying suitable assumptions, and has to deduce that it itself actually has an integral form.

For example, Riesz Representation Theorem can be reread in this setting as a result under linearity assumptions.

The situation becomes more involved when the dependence of the functional on the elements of the function spaces turns out to be nonlinear, or through their first or higher order derivatives.

In the framework of relaxation theory for variational integrals on $B V$ spaces, an implicit integral representation problem is studied in [S1], [S2], and finally in [GS] by means of convex functions of measures.

An explicit integral representation theorem is proved in [DG3], where the following result is proved (cf. [DG3, Lemma II]).

We denote by $\mathcal{P}_{n}$ the class of the finite unions of open intervals of $\mathbf{R}^{n}$ with endpoints in $\mathbf{Q}^{n}$.
Theorem 6.2.1. Let $F: \mathcal{P}_{n} \times C^{1}\left(\mathbf{R}^{n}\right) \rightarrow[0,+\infty[$ satisfy for some $s>0$

$$
\begin{gathered}
\int_{A}|\nabla u| d x \leq F(A, u) \leq s \int_{A}(1+|u|+|\nabla u|) d x \\
\text { for every }(A, u) \in \mathcal{P}_{n} \times C^{1}\left(\mathbf{R}^{n}\right), \\
\left|F\left(A, u^{\prime}\right)-F\left(A, u^{\prime \prime}\right)\right| \leq s \int_{A}\left(\left|u^{\prime}-u^{\prime \prime}\right|+\left|\nabla u^{\prime}-\nabla u^{\prime \prime}\right|\right) d x
\end{gathered}
$$

for every $A \in \mathcal{P}_{n}, u^{\prime}, u^{\prime \prime} \in C^{1}\left(\mathbf{R}^{n}\right)$,

$$
\begin{gathered}
F(A, u)=F\left(A^{\prime}, u\right)-F\left(A^{\prime \prime}, u\right) \text { for every } A, A^{\prime}, A^{\prime \prime} \in \mathcal{P}_{n}, u \in C^{1}\left(\mathbf{R}^{n}\right) \\
\text { such that } A^{\prime} \cap A^{\prime \prime}=\emptyset, A^{\prime} \cup A^{\prime \prime} \subseteq A, \mathcal{L}^{n}\left(A \backslash\left(A^{\prime} \cup A^{\prime \prime}\right)\right)=0 .
\end{gathered}
$$

Then there exists $f: \mathbf{R}^{n} \times \mathbf{R} \times \mathbf{R}^{n} \rightarrow\left[0,+\infty\left[\mathcal{L}_{n}\left(\mathbf{R}^{n}\right)\right.\right.$-measurable with respect to the first group of variables, and satisfying

$$
\begin{gathered}
|z| \leq f(x, y, z) \leq s(1+|y|+|z|) \text { for every }(x, y, z) \in \mathbf{R}^{n} \times \mathbf{R} \times \mathbf{R}^{n}, \\
\qquad\left|f\left(x, y^{\prime}, z^{\prime}\right)-f\left(x, y^{\prime \prime}, z^{\prime \prime}\right)\right| \leq s\left(\left|y^{\prime}-y^{\prime \prime}\right|+\left|z^{\prime}-z^{\prime \prime}\right|\right) \\
\text { for every }\left(x, y^{\prime}, z^{\prime}\right),\left(x, y^{\prime \prime}, z^{\prime \prime}\right) \in \mathbf{R}^{n} \times \mathbf{R} \times \mathbf{R}^{n}
\end{gathered}
$$

such that

$$
F(A, u)=\int_{A} f(x, u, \nabla u) d x \text { for every }(A, u) \in \mathcal{P}_{n} \times C^{1}\left(\mathbf{R}^{n}\right) .
$$

The above result has been the starting point of a wide literature on integral representation problems. We refer to [Bu2] and [DM2] for more complete references on the subject, and also for a treatment in more general situations.

For the sake of clearness, we report now an integral representation result due to G. Buttazzo and G. Dal Maso.

Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $f: \Omega \times \mathbf{R}^{n} \rightarrow \mathbf{R}$. We recall that $f$ is said to be a Carathéodory integrand if $f(\cdot, z)$ is measurable for every $z \in \mathbf{R}^{n}$, and $f(x, \cdot)$ is continuous for a.e. $x \in \Omega$.

It is well known that, if $f$ is a Carathéodory integrand, and $m: \Omega \rightarrow \mathbf{R}^{n}$ is measurable, then the composition $x \in \Omega \mapsto f(x, m(x))$ too is measurable.
Theorem 6.2.2. Let $\Omega \in \mathcal{A}_{0}, p \in[1,+\infty]$, and $F: \mathcal{A}(\Omega) \times W^{1, p}(\Omega) \rightarrow \mathbf{R}$. Assume that
i) $F(A, u)=F(A, v)$ whenever $A \in \mathcal{A}(\Omega), u, v \in W^{1, p}(\Omega)$ satisfy $u=v$ a.e. in $A$,
ii) for every $u \in W^{1, p}(\Omega), F(\cdot, u)$ is the restriction to $\mathcal{A}(\Omega)$ of a real Borel measure,
iii) if $p \in\left[1,+\infty\left[\right.\right.$ there exist $a \in L^{1}(\Omega)$, and $b \geq 0$ such that

$$
|F(A, u)| \leq \int_{A}\left(a(x)+b|\nabla u|^{p}\right) d x \text { for every } A \in \mathcal{A}(\Omega), u \in W^{1, p}(\Omega)
$$

iv) if $p=+\infty$ for every $r \geq 0$ there exists $a_{r} \in L^{1}(\Omega)$ such that

$$
|F(A, u)| \leq \int_{A} a_{r}(x) d x
$$

$$
\text { for every } A \in \mathcal{A}(\Omega), u \in W^{1, \infty}(\Omega) \text { with }|\nabla u| \leq r \text { a.e. in } A \text {, }
$$

v) $F(A, u+c)=F(A, u)$ for every $A \in \mathcal{A}(\Omega), u \in W^{1, p}(\Omega), c \in \mathbf{R}$, vi) for every $A \in \mathcal{A}(\Omega), F(A, \cdot)$ is sequentially weak- $W^{1, p}(\Omega)$-lower semicontinuous if $p \in\left[1,+\infty\left[\right.\right.$, weak ${ }^{*}-W^{1, \infty}(\Omega)$-lower semicontinuous if $p=+\infty$. Then there exists a Carathéodory integrand $f: \Omega \times \mathbf{R}^{n} \rightarrow \mathbf{R}$ such that i) if $p \in[1,+\infty[$,

$$
|f(x, z)| \leq a(x)+b|z|^{p} \text { for a.e. } x \in \Omega \text {, and every } z \in \mathbf{R}^{n} \text {, }
$$

ii) if $p=+\infty$, for every $r \geq 0$

$$
|f(x, z)| \leq a_{r}(x) \text { for a.e. } x \in \Omega \text {, and every } z \in \mathbf{R}^{n} \text { with }|z| \leq r,
$$

iii) for a.e. $x \in \Omega, f(x, \cdot)$ is convex,
iv) the following integral representation formula holds

$$
F(A, u)=\int_{A} f(x, \nabla u) d x \text { for every }(A, u) \in \mathcal{A}(\Omega) \times W^{1, p}(\Omega) .
$$

The following integral representation result holds under a translation invariance property (cf. [DM2, Theorem 23.4]).
Theorem 6.2.3. Let $p \in\left[1,+\infty\left[\right.\right.$, and $F: \mathcal{A}_{0} \times L_{\mathrm{loc}}^{p}\left(\mathbf{R}^{n}\right) \rightarrow[0,+\infty]$. Assume that $F$ is increasing, convex, $L_{\mathrm{loc}}^{p}\left(\mathbf{R}^{n}\right)$-lower semicontinuous, and such that
i) $F\left(A-x_{0}, T\left[x_{0}\right] u\right)=F(A, u)$ for every $A \in \mathcal{A}_{0}, u \in L_{\text {loc }}^{p}\left(\mathbf{R}^{n}\right), x_{0} \in \mathbf{R}^{n}$, ii) $F(A, u)=F(A, v)$ whenever $A \in \mathcal{A}_{0}, u, v \in L_{\text {loc }}^{p}\left(\mathbf{R}^{n}\right)$ satisfy $u=v$ a.e. in $A$,
iii) for every $u \in L_{\mathrm{loc}}^{p}\left(\mathbf{R}^{n}\right), F(\cdot, u)$ is the restriction to $\mathcal{A}_{0}$ of a Borel positive measure,
iv) $F(A, u+c)=F(A, u)$ for every $A \in \mathcal{A}_{0}, u \in L_{\mathrm{loc}}^{p}\left(\mathbf{R}^{n}\right), c \in \mathbf{R}$, v) there exist $a, b \in \mathbf{R}$ such that
$F(A, u) \leq \int_{A}\left(a+b|\nabla u|^{p}\right) d x$ for every $(A, u) \in \mathcal{A}_{0} \times\left(W_{\mathrm{loc}}^{1,1}\left(\mathbf{R}^{n}\right) \cap L_{\mathrm{loc}}^{p}\left(\mathbf{R}^{n}\right)\right)$.
Then there exists $f: \mathbf{R}^{n} \rightarrow[0,+\infty[$ convex, such that

$$
f(z) \leq a+b|z|^{p} \text { for every } z \in \mathbf{R}^{n} \text {, }
$$

and

$$
F(A, u)=\int_{A} f(\nabla u) d x \text { for every } A \in \mathcal{A}_{0}, u \in L_{\mathrm{loc}}^{p}\left(\mathbf{R}^{n}\right) \cap W_{\mathrm{loc}}^{1,1}(A) .
$$

## §6.3 Classical Relaxation Results

The relevance of the relaxed functional of a given function $F$ is linked to the qualitative property, described in Chapter 3, ensuring that the infimum of $F$ is equal to the minimum of its relaxed functional.

In the calculus of variations one is often led to consider minimization problems for a functional defined on a "regular class" of functions, where generally no minimum points exist. So, a relevant strategy of attach consists in the extension of the functional to the whole $L^{1}$, by defining it equal to $+\infty$ out of the original definition set in order to preserve infima, and then in the analysis of its relaxed functionals in the $L^{1}$ topology, hoping in some compactness property to obtain "relaxed" minimum points.

We now describe two relevant and classical examples, where this approach works, and which inspired it in its full generality. The former is concerned with Dirichlet integral, the latter with the area functional.

Theorem 6.3.1. For every $\Omega \in \mathcal{A}_{0}$ let

$$
D(\Omega, \cdot): u \in L^{1}(\Omega) \mapsto \begin{cases}\int_{\Omega}|\nabla u|^{2} d x & \text { if } u \in C^{1}(\Omega) \\ +\infty & \text { if } u \in L^{1}(\Omega) \backslash C^{1}(\Omega)\end{cases}
$$

Then, for every $\Omega \in \mathcal{A}_{0}, u \in L^{1}(\Omega)$ it results that

$$
\mathrm{sc}^{-}\left(L^{1}(\Omega)\right) D(\Omega, u)= \begin{cases}\int_{\Omega}|\nabla u|^{2} d x & \text { if } u \in W^{1,2}(\Omega) \\ +\infty & \text { if } u \in L^{1}(\Omega) \backslash W^{1,2}(\Omega)\end{cases}
$$

Theorem 6.3.2. For every $\Omega \in \mathcal{A}_{0}$ let

$$
A(\Omega, \cdot): u \in L^{1}(\Omega) \mapsto \begin{cases}\int_{\Omega} \sqrt{1+|\nabla u|^{2}} d x & \text { if } u \in C^{1}(\Omega) \\ +\infty & \text { if } u \in L^{1}(\Omega) \backslash C^{1}(\Omega)\end{cases}
$$

Then, for every $\Omega \in \mathcal{A}_{0}, u \in L^{1}(\Omega)$ it results that

$$
\begin{gathered}
\operatorname{sc}^{-}\left(L^{1}(\Omega)\right) A(\Omega, u)= \\
= \begin{cases}\int_{\Omega} \sqrt{1+|\nabla u|^{2}} d x+\left|D^{\mathrm{s}} u\right|(\Omega) & \text { if } u \in B V(\Omega) \\
+\infty & \text { if } u \in L^{1}(\Omega) \backslash B V(\Omega) .\end{cases}
\end{gathered}
$$

More generally, the result below holds (cf. [S2], [GS], and also [CEDA2, Proposition 1.7], [CEDA5, Theorem 2.4]).

Theorem 6.3.3. Let $f: \mathbf{R}^{n} \rightarrow\left[0,+\infty\left[\right.\right.$ be convex. For every $\Omega \in \mathcal{A}_{0}$ let

$$
F(\Omega, \cdot): u \in L^{1}(\Omega) \mapsto \begin{cases}\int_{\Omega} f(\nabla u) d x & \text { if } u \in C^{1}(\Omega) \\ +\infty & \text { if } u \in L^{1}(\Omega) \backslash C^{1}(\Omega) .\end{cases}
$$

Then, for every $\Omega \in \mathcal{A}_{0}, u \in B V(\Omega)$ it results that

$$
\operatorname{sc}^{-}\left(L^{1}(\Omega)\right) F(\Omega, u)=\int_{\Omega} f(\nabla u) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| .
$$

In all the above results, the relaxation problem was settled for convex integral functionals defined on sets of smooth functions. On the contrary, in the refined and well established result below, no convexity condition is assumed.

For every $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$ let $\overline{\mathcal{F}}$ be defined by

$$
\overline{\mathcal{F}}=\left\{G: W^{1, p}(\Omega) \rightarrow[-\infty,+\infty]:\right.
$$

$G$ is sequentially weak- $W^{1, p}(\Omega)$-lower semicontinuous $\}$,
and, for every $F: \mathcal{A}(\Omega) \times W^{1, p}(\Omega) \rightarrow[-\infty,+\infty]$, let $\bar{F}$ be given by

$$
\begin{gathered}
\bar{F}:(A, u) \in \mathcal{A}(\Omega) \times W^{1, p}(\Omega) \rightarrow \\
\sup \left\{G(u): G \in \overline{\mathcal{F}}, G(v) \leq F(A, v) \text { for every } v \in W^{1, p}(\Omega)\right\} .
\end{gathered}
$$

Theorem 6.3.4. Let $\Omega \in \mathcal{A}_{0}, f: \Omega \times \mathbf{R}^{n} \rightarrow[0,+\infty]$ be Borel, and satisfy i) if $p \in\left[1,+\infty\left[\right.\right.$ there exist $a \in L^{1}(\Omega)$ and $b \geq 0$ such that

$$
f(x, z) \leq a(x)+b|z|^{p} \text { for a.e. } x \in \Omega \text {, and every } z \in \mathbf{R}^{n} \text {, }
$$

ii) if $p=+\infty$ for every $r \geq 0$ there exists $a_{r} \in L^{1}(\Omega)$ such that

$$
f(x, z) \leq a_{r}(x) \text { for a.e. } x \in \Omega \text {, and every } z \in \mathbf{R}^{n} \text { with }|z| \leq r \text {. }
$$

Let $F:(A, u) \in \mathcal{A}(\Omega) \times W^{1, p}(\Omega) \mapsto \int_{A} f(x, \nabla u) d x$. Then there exists a Carathéodory integrand $\bar{f}: \Omega \times \mathbf{R}^{n} \rightarrow[0,+\infty[$ such that i) if $p \in[1,+\infty[$,

$$
\bar{f}(x, z) \leq a(x)+b|z|^{p} \text { for a.e. } x \in \Omega \text {, and every } z \in \mathbf{R}^{n} \text {, }
$$

ii) if $p=+\infty$, for every $r \geq 0$

$$
\bar{f}(x, z) \leq a_{r}(x) \text { for a.e. } x \in \Omega \text {, and every } z \in \mathbf{R}^{n} \text { with }|z| \leq r \text {, }
$$

iii) for a.e. $x \in \Omega, \bar{f}(x, \cdot)$ is convex,
iv) the following integral representation formula holds

$$
\bar{F}(A, u)=\int_{A} \bar{f}(x, \nabla u) d x \text { for every }(A, u) \in \mathcal{A}(\Omega) \times W^{1, p}(\Omega) .
$$

Moreover, if for a.e. $x \in \Omega f(x, \cdot)$ is upper semicontinuous, then $\bar{f}(x, \cdot)=f^{* *}(x, \cdot)$ for a.e. $x \in \Omega$.

Relaxation problems in $B V$ spaces for integral functionals with integrands depending also on the space variable have been treated in [GMS1], and [DM1], also for Dirichlet type variational problems. For example, the following result has been proved in [GMS1].

Theorem 6.3.5. Let $\Omega \in \mathcal{A}_{0}$ be smooth, $u_{0} \in W^{1,1}(\Omega), f: \Omega \times \mathbf{R}^{n} \rightarrow$ $[0,+\infty[$ be continuous, with $f(x, \cdot)$ convex for every $x \in \Omega$, and satisfying for some $M \geq 0$

$$
|z| \leq f(x, z) \leq M(1+b|z|) \text { for every } x \in \Omega, \text { and } z \in \mathbf{R}^{n} .
$$

Let

$$
F: u \in L^{1}(\Omega) \mapsto \begin{cases}\int_{\Omega} f(x, \nabla u) d x & \text { if } u \in u_{0}+W_{0}^{1,1}(\Omega) \\ +\infty & \text { if } u \notin u_{0}+W_{0}^{1,1}(\Omega)\end{cases}
$$

Then, for every $u \in L^{1}(\Omega)$ it results that
$\mathrm{sc}^{-}\left(L^{1}(\Omega)\right) F(u)=\left\{\begin{array}{cl}\int_{\Omega} f(x, \nabla u) d x+\int_{\Omega} f^{\infty}\left(x, \nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+ \\ \quad+\int_{\partial \Omega} f^{\infty}\left(\left(u_{0}-\gamma_{\Omega} u\right) \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1} & \text { if } u \in B V(\Omega) \\ +\infty & \text { if } u \notin B V(\Omega) .\end{array}\right.$

## §6.4 Classical Homogenization Results

Homogenization theory origins from the double exigency of describing a nonhomogeneous, finely grained material with two or more components mixed in a periodic manner by a homogeneous one, and, vice-versa, of simulating a homogeneous material by a composite one, possibly enjoying a microstructure emphasizing some special features.

In our framework, the simulation is to be intended in the sense that the energy of the homogeneous material is approximated by those of the nonhomogeneous ones for every exterior force.

One of the first significant results mathematically well established is the following one due to E. De Giorgi and S. Spagnolo (cf. [DGS]), and inspired also from conversations with E. Sànchez-Palencia.

Theorem 6.4.1. Let $\left\{a_{i j}\right\}$ be a $n \times n$ symmetric matrix of measurable $Y$-periodic functions on $\mathbf{R}^{n}$ satisfying for some $0<\lambda \leq \Lambda<+\infty$

$$
\lambda|z|^{2} \leq \sum_{i, j=1}^{n} a_{i j}(x) z_{i} z_{j} \leq \Lambda|z|^{2} \text { for a.e. } x \in \mathbf{R}^{n}, \text { and every } z \in \mathbf{R}^{n}
$$

Then, for every $\Omega \in \mathcal{A}_{0}$, and every $g \in L^{2}(\Omega)$ the family $\left\{u_{\varepsilon}(g)\right\}_{\varepsilon>0}$ of the unique solutions of the problems

$$
m_{\varepsilon}(g)=\min \left\{\int_{\Omega} \sum_{i, j=1}^{n} a_{i j}\left(\frac{x}{\varepsilon}\right) \nabla_{i} u \nabla_{j} u d x+\int_{\Omega} g u d x: u \in W_{0}^{1,2}(\Omega)\right\}
$$

converges in $L^{2}(\Omega)$ as $\varepsilon \rightarrow 0^{+}$to the unique solution $u(g)$ of the problem

$$
m_{\mathrm{hom}}(g)=\min \left\{\int_{\Omega} \sum_{i, j=1}^{n} a_{i j}^{\mathrm{hom}} \nabla_{i} u \nabla_{j} u d x+\int_{\Omega} g u d x: u \in W_{0}^{1,2}(\Omega)\right\}
$$

and $m_{\varepsilon}(g) \rightarrow m_{\text {hom }}(g)$, where

$$
\begin{gathered}
\sum_{i, j=1}^{n} a_{i j}^{\text {hom }} z_{i} z_{j}=\min \left\{\int_{\Omega} \sum_{i, j=1}^{n} a_{i j}(y) \nabla_{i} v \nabla_{j} v d x: u \in u_{z}+W_{\text {per }}^{1,2}(Y)\right\} \\
\text { for every } z \in \mathbf{R}^{n} .
\end{gathered}
$$

A more general result in this setting is the following (cf. [CEDA1]).
Theorem 6.4.2. Let $f$ satisfy

$$
\left\{\begin{array}{l}
f:(x, z) \in \mathbf{R}^{n} \times \mathbf{R}^{n} \mapsto f(x, z) \in[0,+\infty[ \\
f(\cdot, z) Y \text {-periodic and in } L^{1}(Y) \text { for every } z \in \mathbf{R}^{n} \\
f(x, \cdot) \text { convex for a.e. } x \in \mathbf{R}^{n},
\end{array}\right.
$$

and

$$
|z| \leq f(x, z) \text { for a.e. } x \in \mathbf{R}^{n} \text { and every } z \in \mathbf{R}^{n} .
$$

Then, for every $q \in[1,+\infty], \Omega \in \mathcal{A}_{0}$ with Lipschitz boundary, $\beta \in L^{\infty}(\Omega)$, $\lambda>0$, and $r \in] 1,1^{*}[$ the values

$$
i_{\varepsilon}=\inf \left\{\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u\right) d x+\int_{\Omega} \beta u d x+\lambda \int_{\Omega}|u|^{r} d x: u \in W_{0}^{1, q}(\Omega)\right\}
$$

converge as $\varepsilon \rightarrow 0^{+}$to

$$
\begin{gathered}
m_{\mathrm{hom}}=\min \left\{\int_{\Omega} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\Omega}\left(f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\right. \\
\left.+\int_{\partial \Omega}\left(f_{\mathrm{hom}}^{q}\right)^{\infty}\left(-\gamma_{\Omega} u \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1}+\int_{\Omega} \beta u d x+\lambda \int_{\Omega}|u|^{r} d x: u \in B V(\Omega)\right\}
\end{gathered}
$$

where

$$
f_{\mathrm{hom}}^{q}(z)=\inf \left\{\int_{Y} f(y, z+\nabla v) d y: v \in W_{\mathrm{per}}^{1, q}(Y)\right\} \text { for every } z \in \mathbf{R}^{n}
$$

Moreover, if for every $\varepsilon>0 u_{\varepsilon} \in W_{0}^{1, q}(\Omega)$ is such that

$$
\lim _{\varepsilon \rightarrow 0^{+}}\left\{\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u_{\varepsilon}\right) d x+\int_{\Omega} \beta u_{\varepsilon} d x+\lambda \int_{\Omega}\left|u_{\varepsilon}\right|^{r} d x-i_{\varepsilon}\right\}=0
$$

then $\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ is compact in $L^{1}(\Omega)$, and its converging subsequences converge to solutions of $m_{\text {hom }}$.

We point out that in the above result the dependence on $q$ can be a true one, as proved in [CEDA1] where an example is proposed in which $f_{\text {hom }}^{q}$ is not constant with respect to $q$.

At present, literature on homogenization is very large, and offers different approaches to various types of problems. We refer e.g. to [DM2] for a wide bibliography, at least until the first years of the nineties, and to [CD].

We point out that homogenization problems have been the starting point of the development of several analytical methods in Applied Mathematics. The $\Gamma$-convergence of E . De Giorgi, the heuristic multiscale method introduced by N.S. Bakhvalov and deeply used and largely diffused by J.L. Lions, and the energy method of L. Tartar, with the contribution of F. Murat, had been developed just to study this kind of problems, at least in the scalar case.

Finally, we remark that, sometimes in the following, when we are looking at properties of mixing materials, we use the term at mesoscopic level, and when we speak of properties of the homogenized material, we use the term at macroscopic level.

## §6.5 Mathematical Aspects of Some Physical Models Originating Unbounded Functionals

Some physical models lead to minimization problems for integral energies of the type $\int_{\Omega} f(x, \nabla u) d x$ defined on sets of "regular configurations" on the open set $\Omega$, and with densities $f$ possibly taking the value $+\infty$, and satisfying conditions like

$$
\left\{\begin{array}{l}
f:(x, z) \in \Omega \times \mathbf{R}^{n} \mapsto f(x, z) \in[0,+\infty] \\
f\left(\mathcal{L}_{n}(\Omega) \times \mathcal{B}\left(\mathbf{R}^{n}\right)\right) \text {-measurable } \\
f(x, \cdot) \text { convex for a.e. } x \in \Omega
\end{array}\right.
$$

We now recall briefly some examples where the energy densities effectively assume the value $+\infty$.

The first one is concerned with elastic-plastic torsion problems (cf. [DLi], [GL]), where densities $f$ of the following kind have been proposed

$$
f(x, z)=|z|^{2}+I_{\overline{B_{\varphi(x)}(0)}}(z) \text { for a.e. } x \in \mathbf{R}^{n}, \text { and every } z \in \mathbf{R}^{n}
$$

with $\left.\varphi: \mathbf{R}^{n} \rightarrow\right] 0,+\infty[$ measurable, and bounded.
In the electrostatic screening problem (cf. e.g. [RT]), densities $f$ of the type

$$
f(x, z)=|z|^{2}+I_{\left\{\zeta \in \mathbf{R}^{n}:|\zeta| \leq \varphi(x)\right\}}(z) \text { for a.e. } x \in \mathbf{R}^{n}, \text { and every } z \in \mathbf{R}^{n}
$$

where $\varphi$ is measurable on $\mathbf{R}^{n}$ and takes only the values 0 and $+\infty$, have been considered. This case corresponds to the one of a composite material in which perfect conductors are included, where the potential to be determined is subject to be constant.

Finally, in the modelling of rubber-like nonlinear elastomers, the following densities $f$ have been introduced by Treloar (cf. [Tr]) when $n=1$

$$
\begin{gathered}
f(x, z)=\frac{1}{2} G(x)\left(z^{2}+\frac{2}{z}-3\right) \text { for a.e. } x \in \mathbf{R}, \text { and every } z \in \mathbf{R} \\
f(x, z)=\frac{1}{2} G(x)\left(z-\frac{1}{z}\right)^{2} \text { for a.e. } x \in \mathbf{R}, \text { and every } z \in \mathbf{R} \\
f(x, z)=C_{1}(x)\left(z^{2}+\frac{2}{z}-3\right)+C_{2}(x)\left(\frac{1}{z^{2}}+2 z-3\right)
\end{gathered}
$$

for a.e. $x \in \mathbf{R}$, and every $z \in \mathbf{R}$,
$G, C_{1}$, and $C_{2}$ being measurable, and bounded from above and below by positive constants.

We point out that in this last case the densities explode near some values, and that also a loss of symmetry occurs.

It is straightaway verified that in all the above examples the densities $f$ are $\left(\mathcal{L}_{n}(\Omega) \times \mathcal{B}\left(\mathbf{R}^{n}\right)\right)$-measurable, and convex in the $z$ variable for a.e. $x$.

## Chapter 7

## Abstract Regularization and Jensen's Inequality

In the present chapter we exploit the properties of convex functions and of measure spaces to prove a general approximation in energy result of the elements of a subspace of $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$ with functions in $C^{\infty}\left(\mathbf{R}^{n}\right)$, by assuming just convexity hypotheses on the energy functional.

The main tool is the notion of integral of a function with values in a locally convex topological vector space that enables us to prove a general version of Jensen's inequality.

Finally, the approximation result is applied to deduce a lower semicontinuity result, for functionals defined in $B V$ spaces, with respect to a very weak notion of convergence: the one in the sense of distributions.

## §7.1 Integral of Functions with Values in Locally Convex Topological Vector Spaces

The approximation result expressed in Theorem 4.1.6 can be extended to much more general situations. To do this, we make use of the notion of integral of functions with values in topological vector spaces given by R.S. Phillips in 1940 (cf. [Ph]).

Definition 7.1.1. Let $(\Omega, \mathcal{E})$ be a measure space, $\mu$ a finite positive measure on $\mathcal{E}, U$ a Hausdorff locally convex topological vector space, and $f: \Omega \rightarrow U$. We say that $f$ is $U$-integrable on $\Omega$ if for every $S \in \mathcal{E}, u(S) \in U$ can be found such that for every $I \in \mathcal{N}(u(S))$ there exist a subdivision $\left\{B_{S, I, j}\right\}_{j \in \mathbf{N}} \subseteq \mathcal{E}$ of $S$ into pairwise disjoint sets whose union is $S$, and $N_{S, I} \subseteq \mathbf{N}$ finite such that, whenever $N \subseteq \mathbf{N}$ is finite and contains $N_{S, I}$, it results

$$
\sum_{j \in N} \mu\left(B_{S, I, j}\right) f\left(x_{j}\right) \in I \text { whenever } x_{j} \in B_{S, I, j} \text { for every } j \in N
$$

The vector $u(S)$ is the value of the integral of $f$ on $S$, and is denoted by $(U) \int_{S} f d \mu$.

The above defined integral satisfies the main structure properties of the integral of real valued functions. In fact in $[\mathrm{Ph}]$ it is proved to be linear, countably additive, and satisfying a suitable absolute continuity property.

Remark 7.1.2. It is clear that, if $V$ is another Hausdorff locally convex topological vector space containing $U$ and having a topology less fine than the one of $U$, and if $f: \Omega \rightarrow U$ is $U$-integrable on $\Omega$, then $f$ turns out to be also $V$-integrable on $\Omega$, and

$$
(V) \int_{S} f d \mu=(U) \int_{S} f d \mu \text { for every } S \in \mathcal{E}
$$

The results below provides an integrability condition.
Theorem 7.1.3. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, $\mu$ be a finite positive measure on $\mathcal{L}_{n}(\Omega)$, $U$ a sequentially complete Hausdorff locally convex topological vector space, and let $f: \Omega \rightarrow U$ be continuous and with compact support. Then $f$ is $U$ integrable on $\Omega$.

Proof. Let $\left\{p_{\theta}\right\}_{\theta \in \mathcal{T}}$ be a family of seminorm defining the topology of $U$.
Let us first observe that, since $f$ is continuous with compact support, $f$ is uniformly continuous in the sense that for every $\theta \in \mathcal{T}, \eta>0$ there exists $\delta_{\theta, \eta}>0$ such that $p_{\theta}(f(u)-f(v))<\eta$ whenever $x, y \in \Omega$ satisfy $|x-y|<\delta_{\theta, \eta}$.

Let $S \in \mathcal{L}_{n}(\Omega)$. For every $h \in \mathbf{N}$ let $\mathcal{R}_{h}=\left\{Q_{j}^{h}\right\}_{j \in \mathbf{N}}$ be a partition of $\mathbf{R}^{n}$ made up by half open cubes with sidelength $1 / h$, and set, for every $j \in \mathbf{N}, S_{j}^{h}=S \cap Q_{j}^{h}$. Then, since $\operatorname{spt}(f)$ is compact, it is not restrictive to assume the existence of $m_{h} \in \mathbf{N}$, and of a compact set $K$ not depending on $h$ such that $S_{j}^{h} \cap \operatorname{spt}(f) \neq \emptyset$ if and only if $j \in\left\{1, \ldots, m_{h}\right\}$, and $\cup_{j=1}^{m_{h}} S_{j}^{h} \subseteq K$.

For every $j \in\left\{1, \ldots, m_{h}\right\}$ we choose $x_{j}^{h} \in S_{j}^{h}$, and define $u_{h}=$ $\sum_{j=1}^{m_{h}} f\left(x_{j}^{h}\right) \mu\left(S_{j}^{h}\right)$. Let us prove that $\left\{u_{h}\right\}$ is a Cauchy sequence in $U$.

To do this, let $\theta \in \mathcal{T}, \eta>0$, and let $\delta_{\theta, \eta}$ be given by the uniform continuity of $f$. Let $\nu \in \mathbf{N}$ be such that $\frac{1}{\nu}<\frac{\delta_{\theta, \eta}}{2 \sqrt{n}}$. Then, for every $h$, $k>\nu$, it results that

$$
\begin{align*}
p_{\theta}\left(u_{h}-u_{k}\right) \leq p_{\theta}\left(\sum_{j=1}^{m_{h}} f\left(x_{j}^{h}\right) \mu\left(S_{j}^{h}\right)-\sum_{j=1}^{m_{k}} f\left(x_{j}^{k}\right) \mu\left(S_{j}^{k}\right)\right)=  \tag{7.1.1}\\
=p_{\theta}\left(\sum_{i=1}^{m_{h}} f\left(x_{i}^{h}\right) \sum_{j=1}^{m_{k}} \mu\left(S_{i}^{h} \cap S_{j}^{k}\right)-\sum_{j=1}^{m_{k}} f\left(x_{j}^{k}\right) \sum_{i=1}^{m_{h}} \mu\left(S_{j}^{k} \cap S_{i}^{h}\right)\right) \leq
\end{align*}
$$

$$
\leq \sum_{i=1}^{m_{h}} \sum_{j=1}^{m_{k}} \mu\left(S_{i}^{h} \cap S_{j}^{k}\right) p_{\theta}\left(f\left(x_{i}^{h}\right)-f\left(x_{j}^{k}\right)\right)
$$

We now observe that if $S_{i}^{h} \cap S_{j}^{k} \neq \emptyset$, then $\left|x_{i}^{h}-x_{j}^{k}\right|<\delta_{\theta, \eta}$, consequently, by (7.1.1), and the uniform continuity of $f$, we deduce that

$$
\left.p_{\theta}\left(u_{h}-u_{k}\right) \leq \sum_{i=1}^{m_{h}} \sum_{j=1}^{m_{k}} \mu\left(S_{i}^{h} \cap S_{j}^{k}\right) \eta \leq \mu(K)\right) \eta \text { for every } h, k>\nu
$$

from which we conclude that $\left\{u_{h}\right\}$ is a Cauchy sequence. Therefore, by the sequential completeness of $U$, we deduce the existence of $u(S) \in U$ such that $u_{h} \rightarrow u(S)$.

We now need to remark that a priori $u(S)$ depends on the particular choice of the vectors $\left\{x_{j}^{h}\right\}$. Nevertheless, by using again the uniform continuity of $F$, it turns out that it does not.

To see this, let, for every $h \in \mathbf{N}, u_{h}^{1}=\sum_{j=1}^{m_{h}} f\left(x_{j}^{1, h}\right) \mu\left(S_{j}^{h}\right), u_{h}^{2}=$ $\sum_{j=1}^{m_{h}} f\left(x_{j}^{2, h}\right) \mu\left(S_{j}^{h}\right)$ be two sequences constructed as above, and relative to two different choices of the vectors $\left\{x_{j}^{h}\right\}$, and let $u^{1}(S), u^{2}(S)$ be their limits. Let $\theta \in \mathcal{T}$, and $\eta>0$. Then

$$
\begin{gathered}
p_{\theta}\left(u^{1}(S)-u^{2}(S)\right) \leq p_{\theta}\left(u^{1}(S)-u_{h}^{1}\right)+p_{\theta}\left(u_{h}^{1}-u_{h}^{2}\right)+p_{\theta}\left(u_{h}^{2}-u^{2}(S)\right) \leq \\
\leq p_{\theta}\left(u^{1}(S)-u_{h}^{1}\right)+\sum_{j=1}^{m_{h}} \mu\left(S_{j}^{h}\right) p_{\theta}\left(f\left(x_{j}^{1, h}\right)-f\left(x_{j}^{2, h}\right)\right)+p_{\theta}\left(u_{h}^{2}-u^{2}(S)\right) \leq \\
\leq p_{\theta}\left(u^{1}(S)-u_{h}^{1}\right)+\mu(K) \eta+p_{\theta}\left(u_{h}^{2}-u^{2}(S)\right) \\
\text { for every } h \in \mathbf{N} \text { sufficiently large },
\end{gathered}
$$

from which we conclude that $p_{\theta}\left(u^{1}(S)-u^{2}(S)\right)=0$ for every $\theta \in \mathcal{T}$, and, being $U$ Hausdorff, that $u^{1}(S)=u^{2}(S)$.

Because of this, and again the uniform continuity of $f$, and by using an argument similar to the above one, it is now easy to prove that for every $\theta \in \mathcal{T}$, and $\eta>0$ it results that
$\sup \left\{p_{\theta}\left(\sum_{j=1}^{m_{h}} f\left(x_{j}^{h}\right) \mu\left(S_{j}^{h}\right)-u(S)\right): x_{j}^{h} \in S_{j}^{h}\right.$ for every $\left.j \in\left\{1, \ldots, m_{h}\right\}\right\}<$ $<\eta$ for every $h \in \mathbf{N}$ sufficiently large,
that is $u(S)=(U) \int_{S} f d \mu$.
The above notion of integral behaves nicely with respect to composition with convex functions. In fact, the following Jensen type inequality holds in the framework of locally convex topological vector spaces.

Theorem 7.1.4. Let $(\Omega, \mathcal{E})$ be a measure space, $\mu$ a finite positive measure on $\mathcal{E}$ satisfying $\mu(\Omega)=1, U$ a Hausdorff locally convex topological vector space, and let $\Phi: U \rightarrow[0,+\infty]$ be convex and lower semicontinuous. Then, for every $w: \Omega \rightarrow U U$-integrable on $\Omega$ it results that

$$
\begin{equation*}
\Phi\left((U) \int_{\Omega} w d \mu\right) \leq \int_{\Omega}(\Phi \circ w) d \mu \tag{7.1.2}
\end{equation*}
$$

Proof. Let $w: \Omega \rightarrow U$ be $U$-integrable on $\Omega$.
We first prove the theorem by assuming in addition that $\Phi(0)<+\infty$.
Let $t<\Phi\left((U) \int_{\Omega} w d \mu\right)$. Then, by the lower semicontinuity of $\Phi$, we deduce the existence of $I_{t} \in \mathcal{N}\left((U) \int_{\Omega} w d \mu\right)$ such that

$$
t<\Phi(v) \text { for every } v \in I_{t}
$$

Consequently, there exist a subdivision $\left\{B_{\Omega, I_{t}, j}\right\}_{j \in \mathbf{N}} \subseteq \mathcal{E}$ of $\Omega$ into pairwise disjoint sets whose union is $\Omega$, and $N_{\Omega, I_{t}} \subseteq \mathbf{N}$ finite such that, whenever $N \subseteq \mathbf{N}$ is finite and contains $N_{\Omega, I_{t}}$, it results

$$
\begin{equation*}
t<\Phi\left(\sum_{j \in N} \mu\left(B_{\Omega, I_{t}, j}\right) f\left(x_{j}\right)\right) \tag{7.1.3}
\end{equation*}
$$

whenever $x_{j} \in B_{\Omega, I_{t}, j}$ for every $j \in N$.
We now take $\varepsilon_{t}>0$, and $N_{t} \subseteq \mathbf{N}$ finite and containing $N_{\Omega, I_{t}}$ such that $\varepsilon_{t}$ vanishes as $t$ approaches $\Phi\left((U) \int_{\Omega} w d \mu\right)$, and $\mu\left(\Omega \backslash \cup_{j \in N_{t}} B_{\Omega, I_{t}, j}\right) \Phi(0)<$ $\varepsilon_{t}$.

Let us set $A_{t}=\Omega \backslash \cup_{j \in N_{t}} B_{\Omega, I_{t}, j}$. Then $\mu\left(A_{t}\right)+\sum_{j \in N_{t}} \mu\left(B_{\Omega, I_{t}, j}\right)=1$, and by (7.1.3) and the convexity of $\Phi$, we obtain that

$$
\begin{aligned}
t & <\Phi\left(\mu\left(A_{t}\right) 0+\sum_{j \in N_{t}} \mu\left(B_{\Omega, I_{t}, j}\right) f\left(x_{j}\right)\right) \leq \\
& \leq \mu\left(A_{t}\right) \Phi(0)+\sum_{j \in N_{t}} \mu\left(B_{\Omega, I_{t}, j}\right) \Phi\left(f\left(x_{j}\right)\right) \\
& \text { whenever } x_{j} \in B_{\Omega, I_{t}, j} \text { for every } j \in N_{t}
\end{aligned}
$$

and hence that

$$
\begin{equation*}
t<\varepsilon_{t}+\sum_{j \in N_{t}} \mu\left(B_{\Omega, I_{t}, j}\right) \inf _{B_{\Omega, I_{t}, j}} \Phi \circ f . \tag{7.1.4}
\end{equation*}
$$

Now it is clear that the function $\sum_{j \in N_{t}} \chi_{B_{\Omega, I_{t}, j}} \inf _{B_{\Omega, I_{t}, j}}(\Phi \circ f)$ is simple $\mathcal{E}$-measurable, and that $\sum_{j \in N_{t}} \chi_{B_{\Omega, I_{t}, j}}(x) \inf _{B_{\Omega, I_{t}, j}}(\Phi \circ f) \leq(\Phi \circ f)(x)$ for every $x \in \Omega$. Consequently, by (7.1.4), we deduce that

$$
t<\varepsilon_{t}+\int_{\Omega}(\Phi \circ f) d \mu \text { for every } t<\Phi\left((U) \int_{\Omega} w d \mu\right)
$$

that provides (7.1.2) as $t$ increases to $\Phi\left((U) \int_{\Omega} w d \mu\right)$, under the additional assumption $\Phi(0)<+\infty$.

Finally, in the general case, by Theorem 1.1.11 it follows that for every $t<\Phi\left((U) \int_{\Omega} w d \mu\right)$ there exist $L \in U^{\prime}$ and $c \in \mathbf{R}$ such that

$$
t<L\left((U) \int_{\Omega} w d \mu\right)+c, \quad L(v)+c \leq \Phi(v) \text { for every } v \in U
$$

from which, since $\Phi$ is nonnegative, we also obtain that

$$
t<(L+c)^{+}\left((U) \int_{\Omega} w d \mu\right), \quad(L+c)^{+}(v) \leq \Phi(v) \text { for every } v \in U
$$

Now it is clear that $(L+c)^{+}$is convex and lower semicontinuous, and that $(L+c)^{+}(0)<+\infty$. Consequently, by the previously treated case, we infer that

$$
t<(L+c)^{+}\left((U) \int_{\Omega} w d \mu\right) \leq \int_{\Omega}\left((L+c)^{+} \circ f\right) d \mu \leq \int_{\Omega}(\Phi \circ f) d \mu
$$

that again provides (7.1.2) as $t$ increases to $\Phi\left((U) \int_{\Omega} w d \mu\right)$, and completes the proof.

Remark 7.1.5. We point out that Jensen's inequality actually provides a characterization of convex lower semicontinuous functions, provided $\mu$ is surjective.

To see this, let $(\Omega, \mathcal{E}), \mu, U$ be as in Theorem 7.1.4, assume that $\mu(\mathcal{E})=$ $[0,1]$, and let $\Phi: U \rightarrow[0,+\infty]$ be lower semicontinuous and satisfying (7.1.2) whenever $w: \Omega \rightarrow U$ is $U$-integrable on $\Omega$. Then, if $w_{1}, w_{2} \in U, t \in[0,1]$, $E \in \mathcal{E}$ is such that $\mu(E)=t$, and $w: x \in \Omega \mapsto \chi_{E}(x) w_{1}+\chi_{\Omega \backslash E}(x) w_{2}$, it is easy to verify that $w$ is $U$-integrable on $\Omega$, that $(U) \int_{\Omega} w d \mu=t w_{1}+(1-t) w_{2}$, that $\Phi \circ w$ is $\mathcal{E}$-measurable, and that, by (7.1.2),
$\Phi\left(t w_{1}+(1-t) w_{2}\right)=\Phi\left((U) \int_{\Omega} w d \mu\right) \leq \int_{\Omega}(\Phi \circ w) d \mu=t \Phi\left(w_{1}\right)+(1-t) \Phi\left(w_{2}\right)$,
that is the convexity of $\Phi$.
For what concerns the surjectivity properties of $\mu$, we recall that a $\mu$ as above turns out to be surjective if for every $A \in \mathcal{E}$ with $\mu(A)>0$ there exists $B \in \mathcal{E}$ such that $0<\mu(B)<\mu(A)$.

## $\S$ 7.2 On the Definition of a Functional on Functions and on Their Equivalence Classes

Throughout the book, and starting in particular from the present chapter, we consider functions and equivalence classes of functions, with respect
to identity a.e., that we need to compare. In addition, we also consider different types of functionals defined on such equivalence classes, that occasionally are computed on their elements. To do this properly, it is necessary to make explicitly some simple considerations.

First of all we recall that $L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$ is a space of equivalence classes of functions defined on $\mathbf{R}^{n}$, being two such functions equivalent if they agree everywhere on $\mathbf{R}^{n}$ except possibly for a set of Lebesgue zero measure, and that, as usual, its elements are thought as functions defined almost everywhere in $\mathbf{R}^{n}$. Thus, when considering a subspace $W$ of $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$, we will think to its elements as to equivalence classes of summable functions on $\mathbf{R}^{n}$, or to functions defined almost everywhere in $\mathbf{R}^{n}$. In particular this holds when $W=C^{\infty}\left(\mathbf{R}^{n}\right)$.

On the other side, $C^{\infty}\left(\mathbf{R}^{n}\right)$, especially if endowed with the $C^{\infty}\left(\mathbf{R}^{n}\right)$ topology, is naturally a space of functions defined everywhere in $\mathbf{R}^{n}$, therefore a way to identify its elements with their equivalence classes, and to introduce the corresponding topology on this set, is needed.

To do this, let us denote, for the moment and for the sake of clearness, by $C_{\mathrm{fct}}^{\infty}\left(\mathbf{R}^{n}\right)$ the set of the $C^{\infty}$-functions on $\mathbf{R}^{n}$, and by $C_{\mathrm{cls}}^{\infty}\left(\mathbf{R}^{n}\right)$ the one of the equivalence classes of the elements of $C_{\mathrm{fct}}^{\infty}\left(\mathbf{R}^{n}\right)$. Then it is obvious that for every $\mathbf{u} \in C_{\mathrm{cls}}^{\infty}\left(\mathbf{R}^{n}\right)$ there exists a unique $J \mathbf{u} \in C_{\mathrm{fct}}^{\infty}\left(\mathbf{R}^{n}\right)$ such that $J \mathbf{u} \in \mathbf{u}$.

Because of this, the application $J: \mathbf{u} \in C_{\mathrm{cls}}^{\infty}\left(\mathbf{R}^{n}\right) \mapsto J \mathbf{u} \in C_{\mathrm{fct}}^{\infty}\left(\mathbf{R}^{n}\right)$ turns out to be well defined, linear, and one-to-one. Consequently $\left\{J^{-1}(A)\right.$ : $A$ open set in $\left.C^{\infty}\left(\mathbf{R}^{n}\right)\right\}$ turns out to be a topology on $C_{\mathrm{cls}}^{\infty}\left(\mathbf{R}^{n}\right)$ that makes it a complete metrizable topological vector space, and $J$ an isomorphism between topological vector spaces that allows the identification of classes with each of their elements.

In addition, given $F: C_{\mathrm{fct}}^{\infty}\left(\mathbf{R}^{n}\right) \rightarrow[0,+\infty]$, we also identify it with the functional $F_{\text {cls }}=F \circ J$ defined on $C_{\mathrm{cls}}^{\infty}\left(\mathbf{R}^{n}\right)$, thus preserving its vectorial and topological properties, and keep to denote $F_{\text {cls }}$ by $F$.

So, given $u \in C_{\mathrm{fct}}^{\infty}\left(\mathbf{R}^{n}\right)$, we allow $F$ to act directly on all the functions in $J^{-1} u$, by defining $F(v)=F(u)$ for every $v \in J^{-1} u$. In this sense, we can say that if $u \in C_{\mathrm{fct}}^{\infty}\left(\mathbf{R}^{n}\right)$ and $v \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$ is such that $v=u$ a.e. in $\mathbf{R}^{n}$, then $F(v)=F(u)$.

It is obvious that now $C_{\mathrm{fct}}^{\infty}\left(\mathbf{R}^{n}\right)$ and $C_{\mathrm{cls}}^{\infty}\left(\mathbf{R}^{n}\right)$ can be identified and denoted by $C^{\infty}\left(\mathbf{R}^{n}\right)$.

This standard identification procedure is fundamental: it allows to translate problems defined on regular classes of functions into "regular" Lebesgue equivalence classes.

This point of view agrees with the one described in Remark 2.3.6, in which the identification of $C^{\infty}(\Omega)$ with a space of measures, given by $u \in C^{\infty}(\Omega) \mapsto u \mathcal{L}^{n}$, is examined.

We also point out that in some situations such identification procedure is impracticable. For example, the classical total variation functional can
produce different values when evaluated on two functions, one of which possibly smooth, differing just in one point.

## $\S 7.3$ Regularization of Functions in Locally Convex Topological Vector Subspaces of $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$

In this section we study the properties of the regularizations of functions in a locally convex topological vector subspace $U$ of $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$, by proving approximation via regularizations results analogous to those of $\S 4.1$. The main idea to do this is to see the regularization of an element of $U$ as the integral of a particular function taking its values in $U$, and then apply Jensen's inequality.
Lemma 7.3.1. Let $u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$, and $\rho$ be a symmetric mollifier. Then, for every $\varepsilon>0$ the function $y \in \mathbf{R}^{n} \mapsto \rho(y) T[\varepsilon y] u \in L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$ is $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$ integrable on $\mathbf{R}^{n}$, and

$$
\left(\left(L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)\right) \int_{\mathbf{R}^{n}} \rho(y) T[\varepsilon y] u d y\right)(x)=u_{\varepsilon}(x) \text { for a.e. } x \in \mathbf{R}^{n}
$$

$u_{\varepsilon}$ being the regularization of $u$ defined in (4.1.2).
Proof. First of all, let us observe that $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$, with its natural topology, is a Hausdorff locally convex sequentially complete topological vector space, and that, by Theorem 2.2.7, $y \in \mathbf{R}^{n} \mapsto \rho(y) T[\varepsilon y] u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$ is continuous, and with compact support. Consequently, by Theorem 7.1.3, $\rho T[\varepsilon \cdot] u$ is $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$-integrable on $\mathbf{R}^{n}$.

Let $\varepsilon>0, Q$ be a half open cube of $\mathbf{R}^{n}$ with sidelength $l$ satisfying $B_{1}(0) \subseteq Q$, and let us observe that the proof of Theorem 7.1.3 actually provides an approximating sequence of $\left(L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)\right) \int_{Q} \rho(y) T[\varepsilon y] u d y$. In fact, if for every $h \in \mathbf{N}$ we take a partition $\mathcal{R}_{h}=\left\{Q_{j}^{h}\right\}_{j \in\left\{1, \ldots, h^{n}\right\}}$ of $Q$ made up by half open cubes with faces parallel to the ones of $Q$, and sidelength $l / h$, then in the proof of Theorem 7.1.3 it is proved that

$$
\begin{equation*}
\lim _{h \rightarrow+\infty} \sup \left\{\int_{Q} \mid \sum_{j=1}^{h^{n}} \rho\left(y_{j}^{h}\right) T\left[\varepsilon y_{j}^{h}\right] u \mathcal{L}^{n}\left(Q_{j}^{h}\right)-\right. \tag{7.3.1}
\end{equation*}
$$

$-\left(L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)\right) \int_{Q} \rho(y) T[\varepsilon y] u d y \mid d x: y_{j}^{h} \in Q_{j}^{h}$ for every $\left.j \in\left\{1, \ldots, h^{n}\right\}\right\}=0$.
Let $\eta>0$. Then, because of (7.3.1), Theorem 2.2.7, and of the compactness of $\operatorname{spt}(\rho)$, there exists $h \in \mathbf{N}$ such that, if $\mathcal{R}_{h}=\left\{Q_{j}^{h}\right\}_{j \in\left\{1, \ldots, h^{n}\right\}}$ is a partition as above, and, for every $j \in\left\{1, \ldots, h^{n}\right\}, y_{j}^{h} \in Q_{j}^{h}$, then

$$
\begin{equation*}
\int_{Q}\left|\sum_{j=1}^{h^{n}} \rho\left(y_{j}^{h}\right) T\left[\varepsilon y_{j}^{h}\right] u \mathcal{L}^{n}\left(Q_{j}^{h}\right)-\left(L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)\right) \int_{Q} \rho(y) T[\varepsilon y] u d y\right| d x<\eta \tag{7.3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{Q}\left|\rho\left(y_{1}\right) T\left[\varepsilon y_{1}\right] u-\rho\left(y_{2}\right) T\left[\varepsilon y_{2}\right] u\right| d x<\eta \tag{7.3.3}
\end{equation*}
$$

whenever $y_{1}, y_{2} \in \mathbf{R}^{n}$ satisfy $\left|y_{1}-y_{2}\right|<\frac{\sqrt{n}}{h}$.
Then, by (7.3.2), (7.3.3), and Fubini's theorem, once we recall that $u_{\varepsilon}(x)=\int_{Q} \rho(y) u(x+\varepsilon y) d y$ for every $x \in \mathbf{R}^{n}$, and that $\operatorname{spt}(\rho) \subseteq Q$, we have that

$$
\begin{gathered}
\int_{Q}\left|\left(L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)\right) \int_{Q} \rho(y) T[\varepsilon y] u d y-u_{\varepsilon}\right| d x \leq \\
\leq \eta+\int_{Q}\left|\sum_{j=1}^{h^{n}} \rho\left(y_{j}^{h}\right) T\left[\varepsilon y_{j}^{h}\right] u \mathcal{L}^{n}\left(Q_{j}^{h}\right)-u_{\varepsilon}\right| d x= \\
=\eta+\int_{Q}\left|\sum_{j=1}^{h^{n}} \rho\left(y_{j}^{h}\right) u\left(x+\varepsilon y_{j}^{h}\right) \mathcal{L}^{n}\left(Q_{j}^{h}\right)-\int_{Q} \rho(y) u(x+\varepsilon y) d y\right| d x \leq \\
\leq \eta+\sum_{j=1}^{h^{n}} \int_{Q} \int_{Q_{j}^{h}}\left|\rho\left(y_{j}^{h}\right) u\left(x+\varepsilon y_{j}^{h}\right)-\rho(y) u(x+\varepsilon y)\right| d y d x= \\
=\eta+\sum_{j=1}^{h^{n}} \int_{Q_{j}^{h}} \int_{Q}\left|\rho\left(y_{j}^{h}\right) u\left(x+\varepsilon y_{j}^{h}\right)-\rho(y) u(x+\varepsilon y)\right| d x d y< \\
<\eta+\eta \sum_{j=1}^{h^{n}} \mathcal{L}^{n}\left(Q_{j}^{h}\right)=\left(1+\mathcal{L}^{n}(Q)\right) \eta \text { for every } \eta>0,
\end{gathered}
$$

from which, together with the arbitrariness of $Q$, the lemma follows.
Let now $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $U$ be a Hausdorff locally convex topological vector subspace of $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$ such that

$$
\begin{align*}
& x_{0}+\Omega \in \mathcal{O} \text { whenever } x_{0} \in \mathbf{R}^{n}, \text { and } \Omega \in \mathcal{O},  \tag{7.3.4}\\
& T\left[x_{0}\right] u \in U \text { whenever } x_{0} \in \mathbf{R}^{n}, \text { and } u \in U, \\
& \text { the topology of } U \text { is finer that } L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right),
\end{align*}
$$

$$
\begin{equation*}
\text { for every } u \in U, y \in \mathbf{R}^{n} \mapsto T[y] u \in U \text { is continuous. } \tag{7.3.7}
\end{equation*}
$$

The results below proves that the regularizations of an element of $U$ can be regarded as integrals of a function taking values in $U$.

Proposition 7.3.2. Let $U$ be a sequentially complete Hausdorff locally convex topological vector subspace of $L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$ satisfying (7.3.5) $\div(7.3 .7)$. Let $\rho$ be a symmetric mollifier, $u \in U$, and, for every $\varepsilon>0$, let $u_{\varepsilon}$ be the regularization of $u$ defined by (4.1.2). Then, for every $\varepsilon>0, \rho(\cdot) T[\varepsilon \cdot] u$ is $U$-integrable on $\mathbf{R}^{n}$, and

$$
\left((U) \int_{\mathbf{R}^{n}} \rho(y) T[\varepsilon y] u d y\right)(x)=u_{\varepsilon}(x) \text { for a.e. } x \text { in } \mathbf{R}^{n} .
$$

In particular, $u_{\varepsilon} \in U$ for every $\varepsilon>0$.
Proof. Let $\varepsilon>0$.
First of all, let us observe that by Lemma 7.3.1, $\rho(\cdot) T[\varepsilon \cdot] u$ turns out to be $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$-integrable on $\mathbf{R}^{n}$, and that

$$
\begin{equation*}
\left(\left(L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)\right) \int_{\mathbf{R}^{n}} \rho(y) T[\varepsilon y] u d y\right)(x)=u_{\varepsilon}(x) \text { for a.e. } x \text { in } \mathbf{R}^{n} . \tag{7.3.8}
\end{equation*}
$$

Consequently, by using (7.3.7) it results that $\rho(\cdot) T[\varepsilon \cdot] u$ too is continuous with compact support, and therefore, by Theorem 7.1.3, that $\rho(\cdot) T[\varepsilon \cdot] u$ is also $U$-integrable on $\mathbf{R}^{n}$. This, together with (7.3.6) and Remark 7.1.2, implies that

$$
(U) \int_{\mathbf{R}^{n}} \rho(y) T[\varepsilon y] u d y=\left(L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)\right) \int_{\mathbf{R}^{n}} \rho(y) T[\varepsilon y] u d y
$$

from which, making also use of (7.3.8), the first part of the proposition follows.

From what just proved it is now trivial to deduce that $u_{\varepsilon} \in U$ for every $\varepsilon>0$. In fact, for every $\varepsilon>0, u_{\varepsilon}$ turns out to agree a.e. with an element of $U$.

Proposition 7.3.2 allows us to study the behaviour of the regularizations of the elements of $U$ as $\varepsilon \rightarrow 0^{+}$.

Proposition 7.3.3. Let $U$ be a sequentially complete Hausdorff locally convex topological vector subspace of $L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$ satisfying (7.3.5) $\div(7.3 .7)$. Let $u \in U$, and, for every $\varepsilon>0$, let $u_{\varepsilon}$ be the regularization of $u$ defined by (4.1.2). Then $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq U$, and $u_{\varepsilon} \rightarrow u$ in $U$ as $\varepsilon \rightarrow 0^{+}$.

Proof. Let $\rho$ be the symmetric mollifier appearing in (4.1.2). Then Proposition 7.3.2, yields that for every $\varepsilon>0, \rho(\cdot) T[\varepsilon \cdot] u$ is $U$-integrable on $\mathbf{R}^{n}$, and that $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq U$.

Let $\left\{p_{\theta}\right\}_{\theta \in \mathcal{T}}$ be a family of seminorms generating the topology of $U$, $\theta \in \mathcal{T}, \eta>0$. Then, by (7.3.7), there exists $\varepsilon_{\theta, \eta}>0$ such that

$$
\begin{equation*}
\left.\sup \left\{p_{\theta}(T[\varepsilon y] u-u): y \in B_{1}(0)\right\}<\eta \text { for every } \varepsilon \in\right] 0, \varepsilon_{\theta, \eta}[ \tag{7.3.9}
\end{equation*}
$$

Therefore, by Theorem 7.1.4 applied to $\Phi=p_{\theta}$, and (7.3.9), we conclude that

$$
\begin{gathered}
p_{\theta}\left((U) \int_{\mathbf{R}^{n}} \rho(y) T[\varepsilon y] u d y-u\right)=p_{\theta}\left((U) \int_{\mathbf{R}^{n}} \rho(y)(T[\varepsilon y] u-u) d y\right) \leq \\
\left.\leq \int_{\mathbf{R}^{n}} p_{\theta}(T[\varepsilon y] u-u) \rho(y) d y<\eta \text { for every } \varepsilon \in\right] 0, \varepsilon_{\theta, \eta}[,
\end{gathered}
$$

that is the convergence in $U$ of $\left\{(U) \int_{\mathbf{R}^{n}} \rho(y) T[\varepsilon y] u d y\right\}_{\varepsilon>0}$ to $u$ as $\varepsilon$ goes to 0 .

Because of this, and by Proposition 7.3.2, the proof follows.
We emphasize that the properties established in Proposition 7.3 .3 are somewhat surprising once we observe that no assumption on the existence of smooth functions in $U$ is made.

We conclude this section with the approximation in energy result of an element of $U$ via its regularizations.

Let $\Phi: \mathcal{O} \times U \rightarrow]-\infty,+\infty]$. We say that $\Phi$ is translation invariant if

$$
\Phi\left(\Omega-x_{0}, T\left[x_{0}\right] u\right)=\Phi(\Omega, u) \text { for every } \Omega \in \mathcal{O}, x_{0} \in \mathbf{R}^{n}, u \in U .
$$

We say that $\Phi$ is convex if for every $\Omega \in \mathcal{O}, \Phi(\Omega, \cdot)$ is convex, and say that $\Phi$ is $U$-lower semicontinuous if for every $\Omega \in \mathcal{O}, \Phi(\Omega, \cdot)$ is $U$-lower semicontinuous.

Lemma 7.3.4. Let $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right), U$ be a sequentially complete Hausdorff locally convex topological vector subspace of $L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$ satisfying (7.3.4) $\div$ (7.3.7), and let $\Phi: \mathcal{O} \times U \rightarrow[0,+\infty]$ be translation invariant, convex, and $U$-lower semicontinuous. Then $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq U$, and

$$
\Phi\left(A, u_{\varepsilon}\right) \leq \Phi_{-}(\Omega, u)
$$

for every $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right), A \in \mathcal{O}$ with $\left.A \subset \subset \Omega, \varepsilon \in\right] 0, \operatorname{dist}(A, \partial \Omega)[, u \in U$.
Proof. Proposition 7.3.3 provides that $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq U$.
Let $\Omega, A, \varepsilon, u$ be as above, and let $\rho$ be a symmetric mollifier as in (4.1.2). Then, by Theorem 7.1.4 applied to $\Phi(A, \cdot)$ and $\mu=\rho \mathcal{L}^{n}$, once we observe that the $U$-integrability of $\rho T[\varepsilon \cdot]$ on $\mathbf{R}^{n}$ with respect to Lebesgue measure implies also the $U$-integrability of $T[\varepsilon \cdot]$ on $\mathbf{R}^{n}$ with respect to the measure $\rho \mathcal{L}^{n}$, we deduce that

$$
\begin{equation*}
\Phi\left(A,(U) \int_{\mathbf{R}^{n}} \rho(y) T[\varepsilon y] u d y\right) \leq \int_{\mathbf{R}^{n}} \Phi(A, T[\varepsilon y] u) \rho(y) d y . \tag{7.3.10}
\end{equation*}
$$

On the other side, being $\Phi$ translation invariant, by (7.3.10) it follows that

$$
\Phi\left(A,(U) \int_{\mathbf{R}^{n}} \rho(y) T[\varepsilon y] u d y\right) \leq \int_{\operatorname{spt}(\rho)} \Phi(A+\varepsilon y, u) \rho(y) d y \leq
$$

$$
\leq \int_{B_{1}(0)} \Phi_{-}(\Omega, u) \rho(y) d y=\Phi_{-}(\Omega, u),
$$

from which, together with Proposition 7.3.2, the lemma follows.

Theorem 7.3.5. Let $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right), U$ be a sequentially complete Hausdorff locally convex topological vector subspace of $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$ satisfying (7.3.4) $\div$ (7.3.7), and let $\Phi: \mathcal{O} \times U \rightarrow[0,+\infty]$ be translation invariant, convex, and $U$-lower semicontinuous. Then $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq U$, the limit $\lim _{\varepsilon \rightarrow 0} \Phi_{-}\left(\Omega_{\varepsilon}^{-}, u_{\varepsilon}\right)$ exists, and

$$
\lim _{\varepsilon \rightarrow 0} \Phi_{-}\left(\Omega_{\varepsilon}^{-}, u_{\varepsilon}\right)=\Phi_{-}(\Omega, u) \text { for every } \Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right), u \in U
$$

Proof. By Lemma 7.3.4 it follows that

$$
\begin{equation*}
\Phi_{-}\left(\Omega_{\varepsilon}^{-}, u_{\varepsilon}\right) \leq \Phi_{-}(\Omega, u) \text { for every } \varepsilon>0 \text { sufficiently small. } \tag{7.3.11}
\end{equation*}
$$

Consequently, fixed $A \in \mathcal{O}$ with $A \subset \subset \Omega$, by the lower semicontinuity of $\Phi(A, \cdot)$, Proposition 7.3.3, and (7.3.11), it results that

$$
\begin{aligned}
\Phi(A, u) & \leq \liminf _{\varepsilon \rightarrow 0} \Phi\left(A, u_{\varepsilon}\right) \leq \liminf _{\varepsilon \rightarrow 0} \Phi_{-}\left(\Omega_{\varepsilon}^{-}, u_{\varepsilon}\right) \leq \\
& \leq \limsup _{\varepsilon \rightarrow 0} \Phi_{-}\left(\Omega_{\varepsilon}^{-}, u_{\varepsilon}\right) \leq \Phi_{-}(\Omega, u),
\end{aligned}
$$

from which the proof follows letting $A$ increase to $\Omega$.

## §7.4 Applications to Convex Functionals on BV Spaces

In this section we exploit the abstract approximation by regularizations method developed in this chapter to improve the lower semicontinuity results of Chapter 5 for convex functionals defined in $B V$ spaces. Finally, for the same class of functional, an approximation in energy result via regularizations is established.

As in Chapter 5, we first prove some general results for convex functionals defined on spaces of of measures.

Let $\Omega$ be a Hausdorff locally compact space, $\mu$ be a $\sigma$-finite Borel positive measure on $\Omega, f: \mathbf{R}^{m} \rightarrow[0,+\infty]$ be convex and lower semicontinuous, and let $F$ be defined by (5.1.1).

We first study the convexity properties of $F$.
To do this, we first prove a preparatory result.

Proposition 7.4.1. Let $(\Omega, \mathcal{E})$ be a measure space, $\lambda$ be a $\sigma$-finite positive measure on $\mathcal{E}, \mu$ be a finite positive measure on $\mathcal{E}$, and $\nu: \mathcal{E} \rightarrow \mathbf{R}$ be a $\mathbf{R}^{m}$-valued vector measure on $\mathcal{E}$. Assume that $\nu$ is absolutely continuous with respect to $\mu$, and that $\mu$ is absolutely continuous with respect to $\lambda$. Moreover, let $g: \mathbf{R}^{m} \rightarrow[0,+\infty]$ be positively 1-homogeneous. Then

$$
\int_{\Omega} g\left(\frac{d \nu}{d \mu}\right) d \mu=\int_{\Omega} g\left(\frac{d \nu}{d \lambda}\right) d \lambda
$$

Proof. By Radon-Nikodym Theorem, and Theorem 2.3.2 it follows that

$$
\nu(A)=\int_{\Omega} \frac{d \nu}{d \lambda} d \lambda=\int_{\Omega} \frac{d \nu}{d \mu} \frac{d \mu}{d \lambda} d \lambda
$$

from which, by using also the uniqueness of the Radon-Nikodym derivative of $\nu$ with respect to $\lambda$, we conclude that $\frac{d \nu}{d \lambda}(x)=\frac{d \nu}{d \mu}(x) \frac{d \mu}{d \lambda}(x)$ for $\lambda$-a.e. $x \in \Omega$.

Because of this, by the homogeneity properties of $g$, and by Theorem 2.3.2 we thus obtain that

$$
\int_{\Omega} g\left(\frac{d \nu}{d \lambda}\right) d \lambda=\int_{\Omega} g\left(\frac{d \nu}{d \mu} \frac{d \mu}{d \lambda}\right) d \lambda=\int_{\Omega} g\left(\frac{d \nu}{d \mu}\right) \frac{d \mu}{d \lambda} d \lambda=\int_{\Omega} g\left(\frac{d \nu}{d \mu}\right) d \mu
$$

from which the proof follows.
Theorem 7.4.2. Let $\Omega$ be a Hausdorff locally compact space, $\mu$ be a $\sigma$ finite Borel positive measure on $\Omega$, and $f: \mathbf{R}^{m} \rightarrow[0,+\infty]$ be convex and lower semicontinuous. Let $F$ be defined by (5.1.1). Then $F$ is convex.

Proof. Let $\nu_{1}, \nu_{2} \in(\mathcal{M}(\Omega))^{m}, t \in[0,1]$. Then the uniqueness of the Lebesgue decomposition of $t \nu_{1}+(1-t) \nu_{2}$ with respect to $\mu$, it follows that $\left(t \nu_{1}+(1-t) \nu_{2}\right)^{\mathrm{a}}=t \nu_{1}^{\mathrm{a}}+(1-t) \nu_{2}^{\mathrm{a}}$, and $\left(t \nu_{1}+(1-t) \nu_{2}\right)^{\mathrm{s}}=t \nu_{1}^{\mathrm{s}}+(1-$ $t) \nu_{2}^{\mathrm{s}}$. Consequently, by the uniqueness of the Radon-Nikodym derivative of $\left(t \nu_{1}+(1-t) \nu_{2}\right)^{\mathrm{a}}$ with respect to $\mu$, we conclude that $\frac{d\left(t \nu_{1}+(1-t) \nu_{2}\right)^{\mathrm{a}}}{d \mu}=$ $t \frac{d \nu_{1}^{\mathrm{a}}}{d \mu}+(1-t) \frac{d \nu_{2}^{\mathrm{a}}}{d \mu}$.

Because of this, and by the convexity of $f$, we infer that

$$
\begin{equation*}
\int_{\Omega} f\left(\frac{d\left(t \nu_{1}+(1-t) \nu_{2}\right)^{\mathrm{a}}}{d \mu}\right) d \mu= \tag{7.4.1}
\end{equation*}
$$

$$
=\int_{\Omega} f\left(t \frac{d \nu_{1}^{\mathrm{a}}}{d \mu}+(1-t) \frac{d \nu_{2}^{\mathrm{a}}}{d \mu}\right) d \mu \leq t \int_{\Omega} f\left(\frac{d \nu_{1}^{\mathrm{a}}}{d \mu}\right) d \mu+(1-t) \int_{\Omega} f\left(\frac{d \nu_{2}^{\mathrm{a}}}{d \mu}\right) d \mu
$$

In order to treat the singular part of $F$, we observe that $\mid\left(t \nu_{1}+(1-\right.$ $\left.t) \nu_{2}\right)^{\mathrm{s}} \mid$ is clearly absolutely continuous with respect to $\left|\nu_{1}\right|+\left|\nu_{2}\right|$, and that, again by the uniqueness of the Radon-Nikodym derivative of $\left(t \nu_{1}+(1-\right.$
$\left.t) \nu_{2}\right)^{\mathrm{s}}$ with respect to $\left|\nu_{1}\right|+\left|\nu_{2}\right|, \frac{d\left(t \nu_{1}+(1-t) \nu_{2}\right)^{\mathrm{s}}}{d\left(\left|\nu_{1}\right|+\left|\nu_{2}\right|\right)}(x)=t \frac{d \nu_{1}^{\mathrm{s}}}{d\left(\left|\nu_{1}\right|+\left|\nu_{2}\right|\right)}(x)+(1-$ $t) \frac{d\left(t \nu_{1}+(1-t) \nu_{2}\right)^{\mathrm{s}}}{d\left(\left|\nu_{1}\right|+\left|\nu_{2}\right|\right)}(x)$ for $\left(\left|\nu_{1}\right|+\left|\nu_{2}\right|\right)$-a.e. $x \in \Omega$. Therefore, by a double application of Proposition 7.4.1, and the convexity of $f^{\infty}$, we obtain that

$$
\begin{gather*}
\quad \int_{\Omega} f^{\infty}\left(\frac{d\left(t \nu_{1}+(1-t) \nu_{2}\right)^{\mathrm{s}}}{d\left|\left(t \nu_{1}+(1-t) \nu_{2}\right)^{\mathrm{s}}\right|}\right) d\left|\left(t \nu_{1}+(1-t) \nu_{2}\right)^{\mathrm{s}}\right|=  \tag{7.4.2}\\
=\int_{\Omega} f^{\infty}\left(\frac{d\left(t \nu_{1}+(1-t) \nu_{2}\right)^{\mathrm{s}}}{d\left(\left|\nu_{1}\right|+\left|\nu_{2}\right|\right)}\right) d\left(\left|\nu_{1}\right|+\left|\nu_{2}\right|\right) \leq \\
\leq t \int_{\Omega} f^{\infty}\left(\frac{d \nu_{1}^{\mathrm{s}}}{d\left(\left|\nu_{1}\right|+\left|\nu_{2}\right|\right)}\right) d\left(\left|\nu_{1}\right|+\left|\nu_{2}\right|\right)+ \\
\quad+(1-t) \int_{\Omega} f^{\infty}\left(\frac{d \nu_{2}^{\mathrm{s}}}{d\left(\left|\nu_{1}\right|+\left|\nu_{2}\right|\right)}\right) d\left(\left|\nu_{1}\right|+\left|\nu_{2}\right|\right)= \\
=t \int_{\Omega} f^{\infty}\left(\frac{d \nu_{1}^{\mathrm{s}}}{d\left|\nu_{1}^{\mathrm{s}}\right|}\right) d\left|\nu_{1}^{\mathrm{s}}\right|+(1-t) \int_{\Omega} f^{\infty}\left(\frac{d \nu_{2}^{\mathrm{s}}}{d\left|\nu_{2}^{\mathrm{s}}\right|}\right) d\left|\nu_{2}^{\mathrm{s}}\right| .
\end{gather*}
$$

By (7.4.1), and (7.4.2) the convexity of $F$ follows.
Finally, we prove a translation invariance property of $F$ when $\Omega \in$ $\mathcal{B}\left(\mathbf{R}^{n}\right)$, and $\mu=\mathcal{L}^{n}$.
Theorem 7.4.3. Let $f: \mathbf{R}^{m} \rightarrow[0,+\infty]$ be convex and lower semicontinuous. Then

$$
\begin{gathered}
\int_{\Omega-x_{0}} f\left(\frac{d\left(T\left[x_{0}\right] \nu\right)^{\mathrm{a}}}{d \mathcal{L}^{n}}\right) d x+\int_{\Omega-x_{0}} f^{\infty}\left(\frac{d\left(T\left[x_{0}\right] \nu\right)^{\mathrm{s}}}{d\left|\left(T\left[x_{0}\right] \nu\right)^{\mathrm{s}}\right|}\right) d\left|\left(T\left[x_{0}\right] \nu\right)^{\mathrm{s}}\right|= \\
=\int_{\Omega} f\left(\frac{d \nu^{\mathrm{a}}}{d \mathcal{L}^{n}}\right) d x+\int_{\Omega} f^{\infty}\left(\frac{d \nu^{\mathrm{s}}}{d\left|\nu^{\mathrm{s}}\right|}\right) d\left|\nu^{\mathrm{s}}\right|
\end{gathered}
$$

for every $\Omega \in \mathcal{B}\left(\mathbf{R}^{n}\right), \nu \in(\mathcal{M}(\Omega))^{m}, x_{0} \in \mathbf{R}^{n}$.
Proof. Let $\Omega, \nu, x_{0}$ be as above. Then, because of the uniqueness of the Lebesgue decomposition of $\nu$, it follows that $\left(T\left[x_{0}\right] \nu\right)^{\mathrm{a}}=T\left[x_{0}\right] \nu^{\mathrm{a}}$, $\left(T\left[x_{0}\right] \nu\right)^{\mathrm{s}}=T\left[x_{0}\right] \nu^{\mathrm{s}}$, and, consequently, that $\left|\left(T\left[x_{0}\right] \nu\right)^{\mathrm{s}}\right|=T\left[x_{0}\right]\left|\nu^{\mathrm{s}}\right|$. Hence, by Theorem 2.3.5, we infer that

$$
\begin{gathered}
\frac{d\left(T\left[x_{0}\right] \nu\right)^{\mathrm{a}}}{d \mathcal{L}^{n}}(x)=\lim _{r \rightarrow 0} \frac{\left(T\left[x_{0}\right] \nu\right)^{\mathrm{a}}\left(Q_{r}(x)\right)}{r^{n}}=\lim _{r \rightarrow 0} \frac{\nu^{\mathrm{a}}\left(Q_{r}\left(x_{0}+x\right)\right)}{r^{n}}= \\
=\frac{d \nu^{\mathrm{a}}}{d \mathcal{L}^{n}}\left(x_{0}+x\right)=T\left[x_{0}\right] \frac{d \nu^{\mathrm{a}}}{d \mathcal{L}^{n}}(x) \text { for } \mathcal{L}^{n} \text {-a.e. } x \in \Omega
\end{gathered}
$$

and

$$
\frac{d\left(T\left[x_{0}\right] \nu\right)^{\mathrm{s}}}{d \mid\left(T\left[x_{0}\right] \nu\right)^{\mathrm{s} \mid}}(x)=\lim _{r \rightarrow 0} \frac{\left(T\left[x_{0}\right] \nu\right)^{\mathrm{s}}\left(Q_{r}(x)\right)}{\left|\left(T\left[x_{0}\right] \nu\right)^{\mathrm{s}}\right|\left(Q_{r}(x)\right.}=\lim _{r \rightarrow 0} \frac{\nu^{\mathrm{s}}\left(Q_{r}\left(x_{0}+x\right)\right)}{\left|\nu^{\mathrm{s}}\right|\left(Q_{r}\left(x_{0}+x\right)\right)}=
$$

$$
=\frac{d \nu^{\mathrm{s}}}{d\left|\nu^{\mathrm{s}}\right|}\left(x_{0}+x\right)=T\left[x_{0}\right] \frac{d \nu^{\mathrm{s}}}{d\left|\nu^{\mathrm{s}}\right|}(x) \text { for }\left|\nu^{\mathrm{s}}\right| \text {-a.e. } x \in \Omega .
$$

Because of this, and by (2.1.5), we therefore conclude that

$$
\begin{gathered}
\int_{\Omega-x_{0}} f\left(\frac{d\left(T\left[x_{0}\right] \nu\right)^{\mathrm{a}}}{d \mathcal{L}^{n}}\right) d x+\int_{\Omega-x_{0}} f^{\infty}\left(\frac{d\left(T\left[x_{0}\right] \nu\right)^{\mathrm{s}}}{d\left|\left(T\left[x_{0}\right] \nu\right)^{\mathrm{s}}\right|}\right) d\left|\left(T\left[x_{0}\right] \nu\right)^{\mathrm{s}}\right|= \\
=\int_{\Omega-x_{0}} f\left(T\left[x_{0}\right] \frac{d \nu^{\mathrm{a}}}{d \mathcal{L}^{n}}\right) d x+\int_{\Omega-x_{0}} f^{\infty}\left(T\left[x_{0}\right] \frac{d \nu^{\mathrm{s}}}{d\left|\nu^{\mathrm{s}}\right|}\right) d T\left[x_{0}\right]\left|\nu^{\mathrm{s}}\right|= \\
=\int_{\Omega} f\left(\frac{d \nu^{\mathrm{a}}}{d \mathcal{L}^{n}}\right) d x+\int_{\Omega} f^{\infty}\left(\frac{d \nu^{\mathrm{s}}}{d\left|\nu^{\mathrm{s}}\right|}\right) d\left|\nu^{\mathrm{s}}\right|
\end{gathered}
$$

which proves the theorem.
We now come to integrals functionals defined on $B V$ spaces. To prove the announced lower semicontinuity property, we need to establish the following approximation from below in energy result.
Lemma 7.4.4. Let $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ be convex and lower semicontinuous. Then

$$
\begin{gathered}
\int_{\Omega_{\varepsilon}^{-}} f\left(\nabla u_{\varepsilon}\right) d x \leq \int_{\Omega} f(\nabla u) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| \\
\text { for every } \Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right), u \in B V_{\mathrm{loc}}(\Omega), \text { and } \varepsilon>0
\end{gathered}
$$

Proof. By Theorem 7.4.3, and the properties of the translated of $B V\left(\mathbf{R}^{n}\right)$ functions, we obtain that the functional

$$
G:(A, u) \in \mathcal{A}\left(\mathbf{R}^{n}\right) \times B V\left(\mathbf{R}^{n}\right) \mapsto \int_{A} f(\nabla u) d x+\int_{A} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|
$$

is translation invariant.
Moreover, by Theorem 7.4.2, and Theorem 5.1.4, $G$ turns out to be also convex, and weak*- $B V\left(\mathbf{R}^{n}\right)$-lower semicontinuous.

Because of such properties, Lemma 7.3 .4 with $\mathcal{O}=\mathcal{A}\left(\mathbf{R}^{n}\right), U=$ $B V\left(\mathbf{R}^{n}\right)$ endowed with the weak*- $B V\left(\mathbf{R}^{n}\right)$ topology, and $\Phi=G$ applies since $B V\left(\mathbf{R}^{n}\right)$ endowed with the weak ${ }^{*}-B V\left(\mathbf{R}^{n}\right)$ topology is sequentially complete. We thus obtain the lemma when $u \in B V\left(\mathbf{R}^{n}\right)$.

If now $u \in B V_{\text {loc }}(\Omega)$, for every $h \in \mathbf{N}$ let $A_{h} \in \mathcal{A}_{0}$ have Lipschitz boundary, and satisfy $A_{h} \subset \subset A_{h+1} \subset \subset \Omega, \cup_{h=1}^{+\infty} A_{h}=\Omega$, and let $v_{h}$ be the zero extensions of $u$ out of $A_{h}$. Then, $v_{h} \in B V\left(\mathbf{R}^{n}\right), D v_{h}=D u$ in $A_{h}$, and consequently $\nabla v_{h}=\nabla u \mathcal{L}^{n}$-a.e. in $A_{h}$ and $D^{\mathrm{s}} v_{h}=D^{\mathrm{s}} u$ in $A_{h}$ for every $h \in \mathbf{N}$.

Because of this, and by the previously treated case, we infer that

$$
\int_{\left(A_{h}\right)_{\varepsilon}^{-}} f\left(\nabla u_{\varepsilon}\right) d x=\int_{\left(A_{h}\right)_{\varepsilon}^{-}} f\left(\nabla\left(v_{h}\right)_{\varepsilon}\right) d x \leq
$$

$$
\begin{gathered}
\leq \int_{A_{h}} f\left(\nabla v_{h}\right) d x+\int_{A_{h}} f^{\infty}\left(\nabla^{\mathrm{s}} v_{h}\right) d\left|D^{\mathrm{s}} v_{h}\right|= \\
=\int_{A_{h}} f(\nabla u) d x+\int_{A_{h}} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| \leq \\
\leq \int_{\Omega} f(\nabla u) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| \text { for every } h \in \mathbf{N}, \varepsilon>0
\end{gathered}
$$

from which the lemma follows as $h$ diverges.
Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and let $\left\{\mu_{h}\right\} \subseteq \mathcal{M}_{\mathrm{loc}}(\Omega), \mu \in \mathcal{M}_{\mathrm{loc}}(\Omega)$. We recall that $\left\{\mu_{h}\right\}$ converges to $\mu$ in the sense of distributions in $\Omega$ if

$$
\int_{\Omega} \varphi d \mu_{h} \rightarrow \int_{\Omega} \varphi d \mu \text { for every } \varphi \in C_{0}^{\infty}(\Omega)
$$

If $\left\{u_{h}\right\} \subseteq L_{\text {loc }}^{1}(\Omega)$, and $u \in L_{\text {loc }}^{1}(\Omega)$, we say that $\left\{u_{h}\right\}$ converges to $u$ in the sense of distributions in $\Omega$ if $u_{h} \mathcal{L}^{n} \rightarrow u \mathcal{L}^{n}$ in the sense of distributions in $\Omega$.

The result below shows that converging sequences of Radon measures improve their convergence after a regularization process.
Proposition 7.4.5. Let $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $\left\{\mu_{h}\right\} \subseteq \mathcal{M}_{\mathrm{loc}}(\Omega), \mu \in \mathcal{M}_{\mathrm{loc}}(\Omega)$ be such that $\mu_{h} \rightarrow \mu$ in the sense of distributions in $\Omega$. Then, for every $\varepsilon>0, \mu_{h, \varepsilon} \rightarrow \mu_{\varepsilon}$ in $C^{\infty}\left(\Omega_{\varepsilon}^{-}\right)$.

Proof. Let $\varepsilon>0$.
We first treat the case in which $\left\{\mu_{h}\right\} \subseteq \mathcal{M}(\Omega)$ and $\mu \in \mathcal{M}(\Omega)$.
For every $h \in \mathbf{N}$ let us define $\tilde{\mu}_{h}$ and $\tilde{\mu}$ by

$$
\tilde{\mu}_{h}: E \in \mathcal{B}\left(\mathbf{R}^{n}\right) \mapsto \mu_{h}(E \cap \Omega), \quad \tilde{\mu}: E \in \mathcal{B}\left(\mathbf{R}^{n}\right) \mapsto \mu(E \cap \Omega)
$$

Then clearly $\left\{\tilde{\mu}_{h}\right\} \subseteq \mathcal{M}\left(\mathbf{R}^{n}\right), \tilde{\mu} \in \mathcal{M}\left(\mathbf{R}^{n}\right)$.
Let $A \in \mathcal{A}_{0}$ have Lipschitz boundary be such that $\bar{A} \subseteq \Omega_{\varepsilon}^{-}$. Then, once we observe that the null extension of $\varphi \in \widehat{C}_{0}^{0}(A)$ to $\mathbf{R}^{n}$ is actually in $C_{0}^{0}\left(\mathbf{R}^{n}\right)$, Proposition 4.1.3 yields that

$$
\begin{align*}
& \int_{A} \frac{\partial^{|\alpha|} \tilde{\mu}_{h, \varepsilon}}{\partial x^{\alpha}} \varphi d x=\int_{\mathbf{R}^{n}} \frac{\partial^{|\alpha|} \tilde{\mu}_{h, \varepsilon}}{\partial x^{\alpha}} \varphi d x=(-1)^{|\alpha|} \int_{\mathbf{R}^{n}} \frac{\partial^{|\alpha|} \varphi_{\varepsilon}}{\partial x^{\alpha}} d \tilde{\mu}_{h} \rightarrow  \tag{7.4.3}\\
& \rightarrow(-1)^{|\alpha|} \int_{\mathbf{R}^{n}} \frac{\partial^{|\alpha|} \varphi_{\varepsilon}}{\partial x^{\alpha}} d \tilde{\mu}=\int_{\mathbf{R}^{n}} \frac{\partial^{|\alpha|} \tilde{\mu}_{\varepsilon}}{\partial x^{\alpha}} \varphi d x=\int_{A} \frac{\partial^{|\alpha|} \tilde{\mu}_{\varepsilon}}{\partial x^{\alpha}} \varphi d x
\end{align*}
$$

$$
\text { for every } \varphi \in \widehat{C}_{0}^{0}(A) \text {, and every } \alpha \in(\mathbf{N} \cup\{0\})^{n} \text {. }
$$

Condition (7.4.3) actually guarantees that $\frac{\partial^{|\alpha|} \tilde{\mu}_{h, \varepsilon}}{\partial x^{\alpha}} \mathcal{L}^{n} \rightarrow \frac{\partial^{|\alpha|} \tilde{\mu}_{\varepsilon}}{\partial x^{\alpha}} \mathcal{L}^{n}$ in weak*- $\mathcal{M}(A)$ for every $\alpha \in(\mathbf{N} \cup\{0\})^{n}$, from which we conclude that for every $\alpha \in(\mathbf{N} \cup\{0\})^{n},\left\{\left\|\frac{\partial^{|\alpha|} \tilde{\mu}_{h, \varepsilon}}{\partial x^{\alpha}}\right\|_{L^{1}(A)}\right\}_{h \in \mathbf{N}}$ is bounded.

We now observe that for every $\alpha \in(\mathbf{N} \cup\{0\})^{n}$, and $h \in \mathbf{N}, \frac{\partial^{|\alpha|} \tilde{\mu}_{h, \varepsilon}}{\partial x^{\alpha}} \in$ $W^{1,1}(A)$, consequently an iterated use of the Rellich-Kondrachov Compactness Theorem provides that $\tilde{\mu}_{h, \varepsilon} \rightarrow \tilde{\mu}_{\varepsilon}$ in $C^{m}(\bar{A})$ for every $m \in \mathbf{N} \cup\{0\}$.

Because of this, the proof follows, once we observe that $\tilde{\mu}_{h, \varepsilon}(x)=$ $\mu_{h, \varepsilon}(x)$, and $\tilde{\mu}_{\varepsilon}(x)=\mu_{\varepsilon}(x)$ for every $h \in \mathbf{N}$, and $x \in \Omega_{\varepsilon}^{-}$.

Finally, if $\left\{\mu_{h}\right\} \subseteq \mathcal{M}_{\mathrm{loc}}(\Omega)$ and $\mu \in \mathcal{M}_{\mathrm{loc}}(\Omega)$, we take $B \in \mathcal{A}_{0}$ with $B \subset \subset \Omega$, and define for every $h \in \mathbf{N}, \bar{\mu}_{h}$ and $\bar{\mu}$ by

$$
\bar{\mu}_{h}: E \in \mathcal{B}(B) \mapsto \mu_{h}(E \cap B), \quad \bar{\mu}: E \in \mathcal{B}(B) \mapsto \mu(E \cap B)
$$

Then clearly $\left\{\bar{\mu}_{h}\right\} \subseteq \mathcal{M}(B), \bar{\mu} \in \mathcal{M}(B)$, and by the above considered case we conclude that $\bar{\mu}_{h, \varepsilon} \rightarrow \bar{\mu}_{\varepsilon}$ in $C^{\infty}\left(B_{\varepsilon}^{-}\right)$.

Because of this, the proposition also in this case follows, once we observe that for every compact set $K \subseteq \Omega_{\varepsilon}^{-}$there exists $B \in \mathcal{A}_{0}$ with $B \subset \subset \Omega$ such that $K \subseteq B_{\varepsilon}^{-}$, and that $\bar{\mu}_{h, \varepsilon}(x)=\mu_{h, \varepsilon}(x)$ and $\bar{\mu}_{\varepsilon}(x)=\mu_{h, \varepsilon}(x)$ for every $h \in \mathbf{N}$ and every $x \in B_{\varepsilon}^{-}$.

Theorem 7.4.6. Let $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ be convex and lower semicontinuous. Then

$$
\begin{gathered}
\int_{\Omega} f(\nabla u) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| \leq \\
\leq \liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nabla u_{h}\right) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u_{h}\right) d\left|D^{\mathrm{s}} u_{h}\right|
\end{gathered}
$$

whenever $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right),\left\{u_{h}\right\} \subseteq B V_{\mathrm{loc}}(\Omega), u \in B V_{\mathrm{loc}}(\Omega)$
are such that $u_{h} \rightarrow u$ in the sense of distributions in $\Omega$.
Proof. Let $\Omega,\left\{u_{h}\right\}, u$ be as above, $A \in \mathcal{A}_{0}$ with $A \subset \subset \Omega$, and $\varepsilon \in] 0, \operatorname{dist}(A, \partial \Omega)[$.

For every $h \in \mathbf{N}$ let $u_{h, \varepsilon}$ be the regularization of $u_{h}$. Then, by Lemma 7.4.4, we get that

$$
\begin{equation*}
\int_{A} f\left(\nabla u_{h, \varepsilon}\right) d x \leq \int_{\Omega} f\left(\nabla u_{h}\right) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u_{h}\right) d\left|D^{\mathrm{s}} u_{h}\right| \tag{7.4.4}
\end{equation*}
$$

for every $h \in \mathbf{N}$,
whilst, by Proposition 7.4.5, Fatou's lemma, and (7.4.4) we deduce that

$$
\begin{gather*}
\int_{A} f\left(\nabla u_{\varepsilon}\right) d x \leq \liminf _{h \rightarrow+\infty} \int_{A} f\left(\nabla u_{h, \varepsilon}\right) d x \leq  \tag{7.4.5}\\
\leq \liminf _{h \rightarrow+\infty}\left\{\int_{\Omega} f\left(\nabla u_{h}\right) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u_{h}\right) d\left|D^{\mathrm{s}} u_{h}\right|\right\} \\
\text { for every } \varepsilon \in] 0, \operatorname{dist}(A, \partial \Omega)[
\end{gather*}
$$

Finally, from Proposition 4.2.8, Theorem 5.1.4, and (7.4.5), we conclude that

$$
\begin{array}{rl}
\int_{A} f & f(\nabla u) d x+\int_{A} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| \leq \liminf _{\varepsilon \rightarrow 0^{+}} \int_{A} f\left(\nabla u_{\varepsilon}\right) d x \leq \\
& \leq \liminf _{h \rightarrow+\infty}\left\{\int_{\Omega} f\left(\nabla u_{h}\right) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u_{h}\right) d\left|D^{\mathrm{s}} u_{h}\right|\right\}
\end{array}
$$

from which the proof follows letting $A$ increase to $\Omega$.
By the above results we deduce an approximation in energy result for $B V$ functions.

Proposition 7.4.7. Let $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ be convex and lower semicontinuous. Then for every $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, and $u \in B V_{\operatorname{loc}}(\Omega)$ the limit $\lim _{\varepsilon \rightarrow 0^{+}} \int_{\Omega_{\varepsilon}^{-}} f\left(\nabla u_{\varepsilon}\right) d x$ exists, and

$$
\lim _{\varepsilon \rightarrow 0^{+}} \int_{\Omega_{\varepsilon}^{-}} f\left(\nabla u_{\varepsilon}\right) d x=\int_{\Omega} f(\nabla u) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|
$$

Proof. Let $\Omega, u$ be as above, and $A \in \mathcal{A}(\Omega)$ with $A \subset \subset \Omega$. Then Theorem 7.4.6 and Lemma 7.4.4 yield that

$$
\begin{aligned}
& \int_{A} f(\nabla u) d x+\int_{A} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| \leq \liminf _{\varepsilon \rightarrow 0^{+}} \int_{A} f\left(\nabla u_{\varepsilon}\right) d x \leq \\
\leq & \limsup _{\varepsilon \rightarrow 0^{+}} \int_{\Omega_{\varepsilon}^{-}} f\left(\nabla u_{\varepsilon}\right) d x \leq \int_{\Omega} f(\nabla u) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|
\end{aligned}
$$

from which the proof follows letting $A$ increase to $\Omega$.

## Chapter 8

## Unique Extension Results

In this chapter we begin a systematic treatment of unbounded functionals. In particular, we deal here with unique extension problems.

Starting from the well celebrated example of H.A. Schwarz (in 1880) and G. Peano (in 1882), the problem of the definition of the concept of area of a surface and of the study of its properties, both in the parametric and non-parametric cases, and possibly also in the noncontinuous framework, interested many important mathematicians.

The researches developed produced a great amount of fruitful ideas and techniques. We refer to the book of Cesari (cf. [Cs1]) for a survey and a bibliography up to 1956 , and to $[\mathrm{DGCP}],[\mathrm{F}]$, [GMS2], [Gu], [MaM], [M] and to the references quoted therein.

To analyse the problem, various kinds of approaches were proposed, among which also some of axiomatic type in which conditions on an abstract functional, defined on sets of "generalized surfaces" and furnishing the value of the area on the smooth ones, were proposed in order to uniquely identify the area one. These last approaches were essentially based on the topological (e.g. lower semicontinuity) and the measure theoretic properties of the area functional.

In this chapter, we want to make some remarks in order to obtain uniqueness of the extension for classes of functionals, including the area one, in an axiomatic context. So, having in mind the non-parametric area case, we enlarge the classical point of view by keeping into account also a vectorial property of the area functional: the convexity.

Then, we consider an abstract functional, say $F$, given on a collection of elementary smooth functions and open sets, and taking values in $[0,+\infty]$, and propose sets of conditions fulfilled by $F$ that select classes of functionals, defined on spaces of less smooth functions and open sets, in which $F$ possesses a unique extension. This (unique) extension turns out to be strongly linked to the relaxed functional of $F$ in the $L^{1}$ topology intro-
duced, in the case of integral functionals, in [S1] and [S2], and represented in [GS].

The result is obtained under inner regularity, translation invariance, and lower semicontinuity assumptions on $F$, besides convexity. We emphasize that such notions are classical in the framework of area definition. Indeed the notion of inner regularity is of measure theoretic nature, the one of translation invariance is of geometric type (cf. [Fr], [Le], [J]), and the one of lower semicontinuity is classical and well recognized when dealing with extension procedures (cf. [Fr]). We also point out that the notion of convexity is linked to energy and statistics type considerations: in fact the convexity property that we will exploit is essentially the feature of a functional to take values on averages of configurations smaller than the corresponding average of the ones on the single configurations (Jensen's inequality).

Similar unique extension results have been treated in [DM, Chapter 23], but in the more restrictive framework of integral representation theory, and essentially in the finite valued case.

The results obtained are then applied to the problem of the unique extension of certain integral functionals of the calculus of variations, similarly to what has already been done for the area functional.

The results of the present chapter form the basis of the relaxation approach to variational problems when no a priori singularities on the admissible configurations are allowed, approach that we follow in the present volume.

Nevertheless, it must be pointed out that such approach is not the only possible one, and actually one may expect to obtain, in general, different results, as exposed in the last section of the chapter.

## §8.1 Unique Extension Results for Inner Regular Functionals

In this section we deal with unique extension results under inner regularity assumptions on the functionals taken into account.

To do this, it is worth while to recall that, by Proposition 7.3.2, for every sequentially complete Hausdorff locally convex topological vector space $U$ satisfying (7.3.5) $\div(7.3 .7)$ it turns out that

$$
C^{\infty}\left(\mathbf{R}^{n}\right) \cap U \neq \emptyset .
$$

In the following we will take $\mathcal{E}_{0} \subseteq \mathcal{A}_{0}$ satisfying

$$
\begin{equation*}
x_{0}+\Omega \in \mathcal{E}_{0} \text { whenever } x_{0} \in \mathbf{R}^{n}, \Omega \in \mathcal{E}_{0} . \tag{8.1.1}
\end{equation*}
$$

Proposition 8.1.1. Let $\mathcal{E}_{0} \subseteq \mathcal{A}_{0}$ satisfy (8.1.1), $U$ be a sequentially complete Hausdorff locally convex topological vector space satisfying (7.3.5) $\div$
(7.3.7), and $G, H: \mathcal{E}_{0} \times U \rightarrow[0,+\infty]$. Assume that $H$ is translation invariant and convex, that $G$ and $H$ are $U$-lower semicontinuous, and that

$$
\begin{equation*}
G(\Omega, u) \leq H(\Omega, u) \text { for every }(\Omega, u) \in \mathcal{E}_{0} \times\left(C^{\infty}\left(\mathbf{R}^{n}\right) \cap U\right) \tag{8.1.2}
\end{equation*}
$$

Then

$$
G_{\mathcal{E}_{0}-}(\Omega, u) \leq H_{\mathcal{E}_{0}-}(\Omega, u) \text { for every }(\Omega, u) \in \mathcal{A}_{0} \times U
$$

Proof. The proposition is clearly true if $\left\{A \in \mathcal{E}_{0}: A \subset \subset \Omega\right\}=\emptyset$.
Otherwise, let $(\Omega, u) \in \mathcal{A}_{0} \times U$. Then by (8.1.2), and Lemma 7.3.4 applied with $\mathcal{O}=\mathcal{E}_{0}, \Phi=H$, we get

$$
G\left(A, u_{\varepsilon}\right) \leq H\left(A, u_{\varepsilon}\right) \leq H_{\mathcal{E}_{0}-}(\Omega, u)
$$

for every $A \in \mathcal{E}_{0}$ with $\left.A \subset \subset \Omega, \varepsilon \in\right] 0, \operatorname{dist}(A, \partial \Omega)[$,
from which, together with the $U$-lower semicontinuity of $G$, and Proposition 7.3.3, the proof follows.

Then the unique extension result is the following.
Theorem 8.1.2. Let $\mathcal{E} \subseteq \mathcal{A}_{0}, \mathcal{E}_{0} \subseteq \mathcal{E}$ be dense with respect to $\mathcal{E}$, and satisfying (8.1.1). Let $U$ be a sequentially complete Hausdorff locally convex topological vector space satisfying (7.3.5) $\div(7.3 .7)$, and $G, H: \mathcal{E} \times U \rightarrow$ $[0,+\infty]$. Assume that $G$ and $H$ are inner regular, that their restrictions to $\mathcal{E}_{0} \times U$ are translation invariant, convex, $U$-lower semicontinuous, and that

$$
G(\Omega, u)=H(\Omega, u) \text { for every }(\Omega, u) \in \mathcal{E}_{0} \times\left(C^{\infty}\left(\mathbf{R}^{n}\right) \cap U\right)
$$

Then

$$
G(\Omega, u)=H(\Omega, u) \text { for every }(\Omega, u) \in \mathcal{E} \times U
$$

Proof. By a double application of Proposition 8.1.1 to the restrictions of $G$ and $H$ to $\mathcal{E}_{0} \times U$, we infer that

$$
\begin{equation*}
G_{\mathcal{E}_{0}-}(\Omega, u)=H_{\mathcal{E}_{0}-}(\Omega, u) \text { for every }(\Omega, u) \in \mathcal{A}_{0} \times U \tag{8.1.3}
\end{equation*}
$$

On the other hand, by ii) of Proposition 2.6 .9 we immediately deduce that

$$
\begin{aligned}
G_{\mathcal{E}-}(\Omega, u)= & G_{\mathcal{E}_{0}-}(\Omega, u), H_{\mathcal{E}-}(\Omega, u)=H_{\mathcal{E}_{0}-}(\Omega, u) \\
& \text { for every }(\Omega, u) \in \mathcal{E} \times U,
\end{aligned}
$$

from which, together with the inner regularity of $G$ and $H$, and (8.1.3), the proof follows.

We point out that Theorem 8.1.2 fails if the convexity assumptions are dropped, as shown in the example below.

As usual, for every $x \in \mathbf{R}$, we denote by $\delta_{x}$ the Dirac measure defined for every $B \in \mathcal{B}(\Omega)$ by $\delta_{x}(B)=1$ if $x \in B$, and $\delta_{x}(B)=0$ if $x \notin B$. Moreover, we denote by \# the counting measure defined on $\emptyset$ as $\#(\emptyset)=0$, and on $B \in \mathcal{B}(\Omega)$ as the cardinality of $B$.

For every open subset $\Omega$ of $\mathbf{R}$ we set denote by $B V^{\#}(\Omega)$ the set of the functions $u \in B V(\Omega)$ such that $D^{\mathrm{s}} u=\sum_{h=1}^{+\infty} c_{h} \delta_{x_{h}}$ for some $\left\{c_{h}\right\} \subseteq \mathbf{R}$ satisfying $\sum_{h=1}^{+\infty}\left|c_{h}\right|<+\infty$, and $\left\{x_{h}\right\} \subseteq \Omega$. For every $u \in B V^{\#}(\Omega)$ we set $S_{u}=\cup_{h=1}^{+\infty}\left\{x_{h}\right\}$.
Example 8.1.3. Let $n=1, \mathcal{E}_{0}=\mathcal{E}=\mathcal{A}_{0}, U=B V(\mathbf{R})$ endowed with the weak*- $B V(\mathbf{R})$ topology,

$$
G:(\Omega, u) \in \mathcal{A}_{0} \times B V(\mathbf{R}) \mapsto \begin{cases}\int_{\Omega}|\nabla u|^{2} d x & \text { if } u \in W^{1,2}(\Omega) \\ +\infty & \text { if } u \notin W^{1,2}(\Omega),\end{cases}
$$

and

$$
H:(\Omega, u) \in \mathcal{A}_{0} \times B V(\mathbf{R}) \mapsto \begin{cases}\int_{\Omega}|\nabla u|^{2} d x+\#\left(S_{u}\right) & \text { if } u \in B V^{\#}(\Omega) \\ +\infty & \text { if } u \notin B V^{\#}(\Omega) .\end{cases}
$$

With such choices, $G$ and $H$ are inner regular, translation invariant, and

$$
G(\Omega, u)=H(\Omega, u) \text { for every }(\Omega, u) \in \mathcal{A}_{0} \times\left(C^{\infty}(\mathbf{R}) \cap B V(\mathbf{R})\right) .
$$

Moreover, the weak ${ }^{*}-B V(\mathbf{R})$-lower semicontinuity of $G$ follows from Theorems 6.3.1 and 4.2.11, and the one of $H$ from [BoB, Remark 3.5].

This notwithstanding, $G$ and $H$ are different, since $H$ is not convex.

## §8.2 Existence and Uniqueness Results

In the present section we discuss the problem of the existence of the extension.

Lemma 8.2.1. Let $\mathcal{E}_{0} \subseteq \mathcal{A}_{0}$ satisfy (8.1.1), and $F: \mathcal{E}_{0} \times C^{\infty}\left(\mathbf{R}^{n}\right) \rightarrow[0,+\infty]$ be translation invariant, convex, and $C^{\infty}\left(\mathbf{R}^{n}\right)$-lower semicontinuous. Then $F_{\mathcal{E}_{0}-}$ is $L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$-lower semicontinuous.

Proof. Let $\Omega \in \mathcal{A}_{0}, u \in C^{\infty}\left(\mathbf{R}^{n}\right),\left\{u_{h}\right\} \subseteq C^{\infty}\left(\mathbf{R}^{n}\right)$ be such that $u_{h} \rightarrow u$ in $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$.

It is clear that, if $\left\{A \in \mathcal{E}_{0}: A \subset \subset \Omega\right\}=\emptyset$, then

$$
\left.F_{\mathcal{E}_{0}-} \Omega, u\right)=0=\liminf _{h \rightarrow+\infty} F_{\mathcal{E}_{0}-}\left(\Omega, u_{h}\right) .
$$

Otherwise, for every $h \in \mathbf{N}, \varepsilon>0$, let $u_{h, \varepsilon}$ be the regularization of $u_{h}$ defined by means of (4.1.1).

Let $A \in \mathcal{E}_{0}$ be such that $A \subset \subset \Omega$, and $\left.\varepsilon \in\right] 0, \operatorname{dist}(A, \partial \Omega)[$. Then Proposition 7.4.5 provides that $u_{h, \varepsilon} \rightarrow u_{\varepsilon}$ in $C^{\infty}\left(\mathbf{R}^{n}\right)$. By Lemma 7.3.4 applied with $\mathcal{O}=\mathcal{E}_{0}, U=C^{\infty}\left(\mathbf{R}^{n}\right), \Phi=F$, and by the $C^{\infty}\left(\mathbf{R}^{n}\right)$-lower semicontinuity of $F$, we get

$$
\begin{equation*}
F\left(A, u_{\varepsilon}\right) \leq \liminf _{h \rightarrow+\infty} F\left(A, u_{h, \varepsilon}\right) \leq \liminf _{h \rightarrow+\infty} F_{\mathcal{E}_{0}-}\left(\Omega, u_{h}\right) . \tag{8.2.1}
\end{equation*}
$$

By (8.2.1), and again the $C^{\infty}\left(\mathbf{R}^{n}\right)$-lower semicontinuity of $F$, once we observe that $u_{\varepsilon} \rightarrow u$ in $C^{\infty}\left(\mathbf{R}^{n}\right)$, we conclude that

$$
F(A, u) \leq \liminf _{\varepsilon \rightarrow 0^{+}} F\left(A, u_{\varepsilon}\right) \leq \liminf _{h \rightarrow+\infty} F_{\mathcal{E}_{0}-}\left(\Omega, u_{h}\right)
$$

$$
\text { for every } A \in \mathcal{E}_{0} \text { with } A \subset \subset \Omega \text {, }
$$

from which the lemma follows.
For every $\mathcal{E}_{0} \subseteq \mathcal{A}_{0}, \Phi: \mathcal{E}_{0} \times C^{\infty}\left(\mathbf{R}^{n}\right) \rightarrow[0,+\infty]$, and $\Omega \in \mathcal{E}_{0}$ for the sake of simplicity we denote in this chapter by $\bar{\Phi}(\Omega, \cdot)$ the $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$-lower semicontinuous envelope of

$$
u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) \mapsto \begin{cases}\Phi(\Omega, u) & \text { if } u \in C^{\infty}\left(\mathbf{R}^{n}\right) \\ +\infty & \text { if } u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) \backslash C^{\infty}\left(\mathbf{R}^{n}\right),\end{cases}
$$

i.e.

$$
\begin{gathered}
\overline{\Phi:(\Omega, u) \in \mathcal{E}_{0} \times L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) \mapsto} \\
\inf \left\{\liminf _{h \rightarrow+\infty} \Phi\left(\Omega, u_{h}\right):\left\{u_{h}\right\} \subseteq C^{\infty}\left(\mathbf{R}^{n}\right), u_{h} \rightarrow u \text { in } L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)\right\} .
\end{gathered}
$$

Then $\bar{\Phi}:(\Omega, \cdot)$ is $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$-lower semicontinuous, and it turns out to be the greatest $L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$-lower semicontinuous functional on $L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$ less than or equal to $\Phi(\Omega, \cdot)$ on $C^{\infty}\left(\mathbf{R}^{n}\right)$.
Proposition 8.2.2. Let $\mathcal{E}_{0} \subseteq \mathcal{A}_{0}$ satisfy (8.1.1), and $F: \mathcal{E}_{0} \times C^{\infty}\left(\mathbf{R}^{n}\right) \rightarrow$ $[0,+\infty]$. Assume that $F$ is inner regular, translation invariant, convex, and $C^{\infty}\left(\mathbf{R}^{n}\right)$-lower semicontinuous. Then $\left(\overline{\mathcal{E}_{\mathcal{E}_{0}}}\right)_{\mathcal{A}_{0}-}$ is translation invariant, convex, and agrees with $F$ on $\mathcal{E}_{0} \times C^{\infty}\left(\mathbf{R}^{n}\right)$. For every topological vector space $U \subseteq L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$ satisfying (7.3.6), its restriction to $\mathcal{A}_{0} \times U$ is $U$-lower semicontinuous, and for every $\mathcal{E} \subseteq \mathcal{A}_{0}$ perfect with respect to $\mathcal{A}_{0}$, its restriction to $\mathcal{E} \times L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$ is inner regular.
Proof. It is easy to verify that $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ is translation invariant and convex.

Moreover, by Lemma 8.2.1, we have that

$$
F_{\mathcal{E}_{0}-}(\Omega, u)=\overline{F_{\mathcal{E}_{0}-}}(\Omega, u) \text { for every }(\Omega, u) \in \mathcal{A}_{0} \times C^{\infty}\left(\mathbf{R}^{n}\right),
$$

from which, together with the remark that $\mathcal{A}_{0}$ is perfect with respect to $\mathcal{E}_{0}$, i) of Proposition 2.6.9, and the inner regularity of $F$, we deduce the identity of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ with $F$ on $\mathcal{E}_{0} \times C^{\infty}\left(\mathbf{R}^{n}\right)$.

Let now $U$ be as above. Then, by using also (7.3.6), it is easy to deduce that the restriction of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ to $\mathcal{A}_{0} \times U$ is $U$-lower semicontinuous.

Finally, given $\mathcal{E}$ as above, i) of Proposition 2.6 .9 yields

$$
\left(\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\right)_{\mathcal{E}-}(\Omega, u)=\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(\Omega, u) \text { for every }(\Omega, u) \in \mathcal{E} \times L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)
$$

from which the inner regularity of the restriction of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ to $\mathcal{E} \times$ $L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$ follows.

We can now prove the existence and uniqueness result.
To do this, we take $\mathcal{E} \subseteq \mathcal{A}_{0}$ satisfying

$$
\begin{equation*}
x_{0}+\Omega \in \mathcal{E} \text { whenever } x_{0} \in \mathbf{R}^{n}, \Omega \in \mathcal{E} \tag{8.2.2}
\end{equation*}
$$

Theorem 8.2.3. Let $\mathcal{E}_{0} \subseteq \mathcal{A}_{0}$ satisfy (8.1.1), and $F: \mathcal{E}_{0} \times C^{\infty}\left(\mathbf{R}^{n}\right) \rightarrow$ $[0,+\infty]$. Assume that $F$ is inner regular, translation invariant, convex, and $C^{\infty}\left(\mathbf{R}^{n}\right)$-lower semicontinuous. Then, for every $\mathcal{E} \subseteq \mathcal{A}_{0}$ perfect with respect to $\mathcal{A}_{0}$, having $\mathcal{E}_{0}$ as a dense subset, and satisfying (8.2.2), and for every sequentially complete Hausdorff locally convex topological vector space $U$ satisfying $(7.3 .5) \div(7.3 .7)$, the restriction of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ to $\mathcal{E} \times U$ is the only inner regular translation invariant convex $U$-lower semicontinuous functional from $\mathcal{E} \times U$ to $[0,+\infty]$ that agrees with $F$ on $\mathcal{E}_{0} \times\left(C^{\infty}\left(\mathbf{R}^{n}\right) \cap U\right)$.

Proof. Let $\mathcal{E}, U$ be as above. Then by (8.2.2), and Proposition 8.2.2 it follows that the restriction of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ to $\mathcal{E} \times U$ is an inner regular translation invariant convex $U$-lower semicontinuous functional from $\mathcal{E} \times U$ to $[0,+\infty]$ that agrees with $F$ on $\mathcal{E}_{0} \times\left(C^{\infty}\left(\mathbf{R}^{n}\right) \cap U\right)$. By Theorem 8.1.2, it is the only one with such properties.

## §8.3 Unique Extension Results for Measure Like Functionals

In Theorem 8.2.3 a central role is played by inner regularity assumptions. In the theorems below we propose some results in the same order of ideas of Theorem 8.2.3, but under groups of assumptions implying inner regularity conditions, and determining again closed classes of functionals in which the extension processes can be carried out.

Definition 8.3.1. Let $\mathcal{O} \subseteq \mathcal{A}\left(\mathbf{R}^{n}\right), U$ be a set, and $\Phi: \mathcal{O} \times U \rightarrow[0,+\infty]$. We say that $\Phi$ is
i) boundary superadditive for every $u \in U$, so is $\Phi(\cdot, u)$,
ii) boundary subadditive if for every $u \in U$, so is $\Phi(\cdot, u)$,
iii) a Borel positive measure if for every $u \in U, \Phi(\cdot, u)$ is the restriction to $\mathcal{O}$ of a Borel positive measure.

Proposition 8.3.2. Let $\mathcal{E}_{0} \subseteq \mathcal{A}_{0}$ satisfy (8.1.1), and (2.6.1) with $\mathcal{O}=\mathcal{E}_{0}$, and let $F: \mathcal{E}_{0} \times C^{\infty}\left(\mathbf{R}^{n}\right) \rightarrow[0,+\infty]$. Assume that $F$ is increasing, translation invariant, convex, $C^{\infty}\left(\mathbf{R}^{n}\right)$-lower semicontinuous, boundary superadditive, boundary subadditive, and satisfying the following conditions:
i) for every $(\Omega, u) \in \mathcal{E}_{0} \times C^{\infty}\left(\mathbf{R}^{n}\right)$ such that $F(\Omega, u)<+\infty, F$ is vanishing along the sequences in $\mathcal{E}_{0}$ that are well decreasing to the empty set with respect to $\Omega$,
ii) for every $(\Omega, u) \in \mathcal{E}_{0} \times C^{\infty}\left(\mathbf{R}^{n}\right)$ such that $F(\Omega, u)=+\infty, F$ is diverging along the sequences in $\mathcal{E}_{0}$ that are well increasing to $\Omega$.
Then, for every $\mathcal{E} \subseteq \mathcal{A}_{0}$ perfect with respect to $\mathcal{A}_{0}$, having $\mathcal{E}_{0}$ as a dense subset, and satisfying (8.2.2) and (2.6.1) with $\mathcal{O}=\mathcal{E}$, and for every sequentially complete Hausdorff locally convex topological vector space $U$ satisfying $(7.3 .5) \div(7.3 .7)$, the restriction of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ to $\mathcal{E} \times U$ is the only functional from $\mathcal{E} \times U$ to $[0,+\infty]$ that
i) is equal to $F$ on $\mathcal{E}_{0} \times\left(C^{\infty}\left(\mathbf{R}^{n}\right) \cap U\right)$,
ii) is increasing, translation invariant, convex, $U$-lower semicontinuous, boundary superadditive, boundary subadditive,
iii) vanishes along the sequences in $\mathcal{E}$ that are well decreasing to the empty set with respect to $\Omega$, for every $(\Omega, u) \in \mathcal{E} \times U$ where it is finite,
iv) diverges along the sequences in $\mathcal{E}$ that are well increasing to $\Omega$, for every $(\Omega, u) \in \mathcal{E} \times U$ where it is not finite.

Proof. Let $\mathcal{E}, U$ be as above.
It is clear that $\mathcal{E}_{0}$ too is perfect with respect to $\mathcal{A}_{0}$, therefore by Proposition 2.6.10, the inner regularity of $F$ follows.

Because of this, and of the assumptions on $F$, Theorem 8.2.3 applies and we conclude that the restriction of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ to $\mathcal{E} \times U$ is the only inner regular translation invariant convex $U$-lower semicontinuous functional from $\mathcal{E} \times U$ to $[0,+\infty]$ that is equal to $F$ on $\mathcal{E}_{0} \times\left(C^{\infty}\left(\mathbf{R}^{n}\right) \cap U\right)$.

We now prove some additional properties of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$.
It is obvious that $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ is increasing.
Let us prove that the restriction of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ to $\mathcal{E} \times U$ is boundary superadditive.

Let $\Omega, A, B \in \mathcal{E}$, with $A \subset \subset B \subset \subset \Omega, u \in U$, and by using the properties of $\mathcal{E}_{0}$ and $\mathcal{E}$, let $\Omega^{\prime}, B^{\prime} \in \mathcal{E}_{0}$, be such that $B \subset \subset B^{\prime} \subset \subset \Omega^{\prime} \subset \subset \Omega$. Then by i) of Proposition 2.6.9, Lemma 7.3 .4 applied with $\mathcal{O}=\mathcal{E}$ and $\Phi=\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ restricted to $\mathcal{E} \times U$, by the properties of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$, the inner regularity and the boundary superadditivity of $F$, and by (2.6.1) with $\mathcal{O}=\mathcal{E}_{0}$ we get that

$$
\begin{equation*}
\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(\Omega, u)=\left(\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\right)_{\mathcal{E}_{-}}(\Omega, u) \geq \tag{8.3.1}
\end{equation*}
$$

$$
\begin{gathered}
\geq\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\left(\Omega^{\prime}, u_{\varepsilon}\right)=F_{\mathcal{E}_{0}-}\left(\Omega^{\prime}, u_{\varepsilon}\right)=F\left(\Omega^{\prime}, u_{\varepsilon}\right) \geq \\
\geq F\left(A, u_{\varepsilon}\right)+F\left(\Omega^{\prime} \backslash \overline{B^{\prime}}, u_{\varepsilon}\right) \geq F_{\mathcal{E}_{0}-}\left(A, u_{\varepsilon}\right)+F_{\mathcal{E}_{0}-}\left(\Omega^{\prime} \backslash \overline{B^{\prime}}, u_{\varepsilon}\right) \\
\text { for every } \varepsilon>0 \text { sufficiently small. }
\end{gathered}
$$

Then, by (8.3.1), and Proposition 7.3 .3 we conclude that

$$
\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(\Omega, u) \geq\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(A, u)+\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\left(\Omega^{\prime} \backslash \overline{B^{\prime}}, u\right)
$$

for every $\Omega^{\prime}, B^{\prime} \in \mathcal{E}_{0}$ with $B \subset \subset B^{\prime} \subset \subset \Omega^{\prime} \subset \subset \Omega$,
from which, together with the density of $\mathcal{E}_{0}$ with respect to $\mathcal{E}$, the boundary superadditivity of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ follows as $\Omega^{\prime}$ increases to $\Omega$ and $B^{\prime}$ decreases to $B$.

Let us now prove that the restriction of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ to $\mathcal{E} \times U$ is boundary subadditive.

Let $\Omega, A, B \in \mathcal{E}$, with $A \subset \subset B \subset \subset \Omega, u \in U$, and by the density of $\mathcal{E}_{0}$ with respect to $\mathcal{E}$, let $\Omega^{\prime}, A^{\prime}, B^{\prime} \in \mathcal{E}_{0}$, be such that $A \subset \subset A^{\prime} \subset \subset B^{\prime} \subset \subset$ $B \subset \subset \Omega^{\prime} \subset \subset \Omega$. Then, by the same arguments used above, we get that

$$
\begin{align*}
& \left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(B, u)=\left(\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\right)_{\mathcal{E}-}(B, u) \geq  \tag{8.3.2}\\
& \quad \geq\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\left(B^{\prime}, u_{\varepsilon}\right)=F\left(B^{\prime}, u_{\varepsilon}\right) \\
& \quad \text { for every } \varepsilon>0 \text { sufficiently small. }
\end{align*}
$$

Analogously, by (2.6.1) with $\mathcal{O}=\mathcal{E}_{0}$ we also deduce that

$$
\begin{equation*}
\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(\Omega \backslash \bar{A}, u) \geq F\left(\Omega^{\prime} \backslash \overline{A^{\prime}}, u_{\varepsilon}\right) \tag{8.3.3}
\end{equation*}
$$

for every $\varepsilon>0$ sufficiently small.
Therefore by (8.3.2), (8.3.3), and the boundary subadditivity of $F$ we conclude that

$$
\begin{aligned}
& F\left(\Omega^{\prime}, u_{\varepsilon}\right) \leq F\left(B^{\prime}, u_{\varepsilon}\right)+F\left(\Omega^{\prime} \backslash \overline{A^{\prime}}, u_{\varepsilon}\right) \leq \\
\leq & \left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(B, u)+\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(\Omega \backslash \bar{A}, u)
\end{aligned}
$$

for every $\Omega^{\prime} \in \mathcal{E}_{0}$ with $\Omega^{\prime} \subset \subset \Omega, \varepsilon>0$ sufficiently small,
from which, together with Proposition 7.3 .3 , we obtain as $\varepsilon$ decreases to 0 that

$$
\begin{equation*}
\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\left(\Omega^{\prime}, u\right) \leq\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(B, u)+\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(\Omega \backslash \bar{A}, u) \tag{8.3.4}
\end{equation*}
$$

for every $\Omega^{\prime} \in \mathcal{E}_{0}$ with $\Omega^{\prime} \subset \subset \Omega$.

By (8.3.4), and the density of $\mathcal{E}_{0}$ with respect to $\mathcal{E}$ the boundary subadditivity $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ follows as $\Omega^{\prime}$ increases to $\Omega$.

Finally, by Proposition 2.6.10, the vanishing of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ along the sequences in $\mathcal{E}$ that are well decreasing to the empty set with respect to $\Omega$ for every $(\Omega, u) \in \mathcal{E} \times U$ for which $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(\Omega, u)<+\infty$, and the diverging of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ along the sequences in $\mathcal{E}$ that are well increasing to $\Omega$ for every $(\Omega, u) \in \mathcal{E} \times U$ for which $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(\Omega, u)=+\infty$ too follow.

In conclusion, since by Proposition 2.6 .10 every functional satisfying i) $\div$ iv) is inner regular, also the uniqueness part of the proposition follows.

By Proposition 8.3.2 we deduce the following result.
Proposition 8.3.3. Let $\mathcal{E}_{0} \subseteq \mathcal{A}_{0}$ be dense in $\mathcal{A}_{0}$, satisfy (8.1.1) and (2.6.1) with $\mathcal{O}=\mathcal{E}_{0}$, and let $F: \mathcal{E}_{0} \times C^{\infty}\left(\mathbf{R}^{n}\right) \rightarrow[0,+\infty]$. Assume that $F$ is translation invariant, convex, $C^{\infty}\left(\mathbf{R}^{n}\right)$-lower semicontinuous, and a Borel positive measure. Then, for every $\mathcal{E} \subseteq \mathcal{A}_{0}$ with $\mathcal{E}_{0} \subseteq \mathcal{E}$, and satisfying (8.2.2) and (2.6.1) with $\mathcal{O}=\mathcal{E}$, and for every sequentially complete Hausdorff locally convex topological vector space $U$ satisfying (7.3.5) $\div(7.3 .7)$, the restriction of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ to $\mathcal{E} \times U$ is the only translation invariant convex $U$-lower semicontinuous functional from $\mathcal{E} \times U$ to $[0,+\infty]$ that is equal to $F$ on $\mathcal{E}_{0} \times\left(C^{\infty}\left(\mathbf{R}^{n}\right) \cap U\right)$, and is a Borel positive measure.

Proof. We first observe that every translation invariant convex $U$-lower semicontinuous functional from $\mathcal{E} \times U$ to $[0,+\infty]$ equal to $F$ on $\mathcal{E}_{0} \times$ $\left(C^{\infty}\left(\mathbf{R}^{n}\right) \cap U\right)$, and that is a Borel positive measure, actually fulfils also conditions i) $\div$ iv) of Proposition 8.3.2. Then the result follows from Proposition 8.3 .2 , once we prove that $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ is a Borel positive measure.

To do this, we prove that the conditions of Theorem 2.6 .12 with $\mathcal{O}=\mathcal{E}$ are fulfilled.

Let us start with the superadditivity condition.
Let $u \in U, \Omega, \Omega_{1}, \Omega_{2} \in \mathcal{E}$ with $\Omega_{1} \cup \Omega_{2} \subseteq \Omega$ and $\Omega_{1} \cap \Omega_{2}=\emptyset$, and let $\Omega_{1}^{\prime}$, $\Omega_{2}^{\prime} \in \mathcal{E}_{0}$ be such that $\Omega_{1}^{\prime} \subset \subset \Omega_{1}, \Omega_{2}^{\prime} \subset \subset \Omega_{2}$. By using the properties of $\mathcal{E}_{0}$ and $\mathcal{E}$, let $\Omega^{\prime} \in \mathcal{E}_{0}$ satisfying $\Omega^{\prime} \subset \subset \Omega, \Omega_{1}^{\prime} \subset \subset \Omega^{\prime} \cap \Omega_{1}$, and $\Omega_{2}^{\prime} \subset \subset \Omega^{\prime} \cap \Omega_{2}$. Then by Lemma 7.3 .4 applied with $\mathcal{O}=\mathcal{E}$, and $\Phi=\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$, the inner regularity of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$, the properties of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$, the measure theoretic properties of $F$, and (2.6.1) we get that

$$
\begin{align*}
& \left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(\Omega, u) \geq\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\left(\Omega^{\prime}, u_{\varepsilon}\right)=F\left(\Omega^{\prime}, u_{\varepsilon}\right) \geq  \tag{8.3.5}\\
& \geq F\left(\Omega_{1}^{\prime}, u_{\varepsilon}\right)+F\left(\Omega_{2}^{\prime}, u_{\varepsilon}\right) \geq F_{\mathcal{E}_{0}-}\left(\Omega_{1}^{\prime}, u_{\varepsilon}\right)+F_{\mathcal{E}_{0}-}\left(\Omega_{2}^{\prime}, u_{\varepsilon}\right)
\end{align*}
$$

for every $\varepsilon>0$ sufficiently small.
By (8.3.5), and Proposition 7.3.3 we conclude that

$$
\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(\Omega, u) \geq\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\left(\Omega_{1}^{\prime}, u\right)+\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\left(\Omega_{2}^{\prime}, u\right)
$$

$$
\text { for every } \Omega_{1}^{\prime}, \Omega_{2}^{\prime} \in \mathcal{E}_{0} \text { with } \Omega_{1}^{\prime} \subset \subset \Omega_{1}, \Omega_{2}^{\prime} \subset \subset \Omega_{2} \text {, }
$$

from which, using again the properties of $\mathcal{E}_{0}$ and $\mathcal{E}$, and Proposition 2.6.9, it follows that

$$
\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(\Omega, u) \geq\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\left(\Omega_{1}, u\right)+\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\left(\Omega_{2}, u\right)
$$

for every $\Omega, \Omega_{1}, \Omega_{2} \in \mathcal{E}$ with $\Omega_{1} \cup \Omega_{2} \subseteq \Omega$ and $\Omega_{1} \cap \Omega_{2}=\emptyset, u \in U$.
We now prove the subadditivity condition.
Let $u \in U, \Omega, \Omega_{1}, \Omega_{2} \in \mathcal{E}$ with $\Omega \subseteq \Omega_{1} \cup \Omega_{2}$, and let $\Omega^{\prime} \in \mathcal{E}_{0}$ be such that $\Omega^{\prime} \subset \subset \Omega$. By the properties of $\mathcal{E}_{0}$ and $\mathcal{E}$, let $\Omega_{1}^{\prime}, \Omega_{2}^{\prime} \in \mathcal{E}_{0}$ with $\Omega_{1}^{\prime} \subset \subset \Omega_{1}, \Omega_{2}^{\prime} \subset \subset \Omega_{2}$, and $\Omega^{\prime} \subseteq \Omega_{1}^{\prime} \cup \Omega_{1}^{\prime}$. Then by Lemma 7.3.4 applied with $\mathcal{O}=\mathcal{E}$, and $\Phi=\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$, the inner regularity of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$, the properties of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$, the measure theoretic properties of $F$, and (2.6.1) we get that

$$
\begin{align*}
& \text { 8.3.6) }\left(\overline{\mathcal{E}_{0}-}\right)_{\mathcal{A}_{0}-}\left(\Omega_{1}, u\right)+\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\left(\Omega_{2}, u\right) \geq  \tag{8.3.6}\\
& \geq\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\left(\Omega_{1}^{\prime}, u_{\varepsilon}\right)+\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\left(\Omega_{2}^{\prime}, u_{\varepsilon}\right)=F\left(\Omega_{1}^{\prime}, u_{\varepsilon}\right)+F\left(\Omega_{2}^{\prime}, u_{\varepsilon}\right) \geq \\
& \geq F\left(\Omega^{\prime}, u_{\varepsilon}\right) \geq F_{\mathcal{E}_{0}-}\left(\Omega^{\prime}, u_{\varepsilon}\right) \text { for every } \varepsilon>0 \text { sufficiently small. }
\end{align*}
$$

By (8.3.6), and Proposition 7.3 .3 we conclude that

$$
\begin{gathered}
\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\left(\Omega_{1}, u\right)+\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\left(\Omega_{2}, u\right) \geq\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\left(\Omega^{\prime}, u\right) \\
\text { for every } \Omega^{\prime} \in \mathcal{E}_{0} \text { with } \Omega^{\prime} \subset \subset \Omega,
\end{gathered}
$$

from which it follows that

$$
\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(\Omega, u) \leq\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\left(\Omega_{1}, u\right)+\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}\left(\Omega_{2}, u\right)
$$

for every $\Omega, \Omega_{1}, \Omega_{2} \in \mathcal{E}$ with $\Omega \subseteq \Omega_{1} \cup \Omega_{2}, u \in U$.
By the above conditions, and the inner regularity of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ the proof follows by using Theorem 2.6.12.

## §8.4 Some Applications

In the present section we apply the results of the previous ones to some integral functionals of the calculus of variations.

Proposition 8.4.1. Let $\mathcal{E}_{0} \subseteq \mathcal{A}_{0}$ satisfy (8.1.1), $k \in \mathbf{N}, f: \mathbf{R} \times \mathbf{R}^{n} \times$ $\mathbf{R}^{n^{2}} \times \ldots \times \mathbf{R}^{n^{k}} \rightarrow[0,+\infty]$ be convex and lower semicontinuous, and $F:(\Omega, u) \in \mathcal{E}_{0} \times C^{\infty}\left(\mathbf{R}^{n}\right) \mapsto \int_{\Omega} f\left(u, \nabla u, \nabla^{2} u, \ldots, \nabla^{k} u\right) d x$. Then, for every $\mathcal{E} \subseteq \mathcal{A}_{0}$ perfect with respect to $\mathcal{A}_{0}$, having $\mathcal{E}_{0}$ as a dense subset, and satisfying (8.2.2), and for every sequentially complete Hausdorff locally convex topological vector space $U$ satisfying (7.3.5) $\div(7.3 .7)$, the restriction of $\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}$ to $\mathcal{E} \times U$ is the only inner regular (respectively measure, provided (2.6.1) with $\mathcal{O}=\mathcal{E}_{0}$ and $\mathcal{O}=\mathcal{E}$ is fulfilled) translation invariant convex $U$ lower semicontinuous functional from $\mathcal{E} \times U$ to $[0,+\infty]$ that agrees with $F$ on $\mathcal{E}_{0} \times\left(C^{\infty}\left(\mathbf{R}^{n}\right) \cap U\right)$.

Proof. Follows trivially from Theorem 8.2.3 (respectively from Proposition 8.3.3).

Proposition 8.4.2. Let $\mathcal{E}_{0} \subseteq \mathcal{A}_{0}$ satisfy (8.1.1), $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ be convex and lower semicontinuous, and let

$$
F:(\Omega, u) \in \mathcal{E}_{0} \times C^{\infty}\left(\mathbf{R}^{n}\right) \mapsto \int_{\Omega} f(\nabla u) d x .
$$

Then, for every $\mathcal{E} \subseteq \mathcal{A}_{0}$ perfect with respect to $\mathcal{A}_{0}$, having $\mathcal{E}_{0}$ as a dense subset and satisfying (8.2.2), the functional

$$
\widetilde{F}:(\Omega, u) \in \mathcal{E} \times B V\left(\mathbf{R}^{n}\right) \mapsto \int_{\Omega} f(\nabla u) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|
$$

is the only inner regular (respectively measure, provided (2.6.1) with $\mathcal{O}=$ $\mathcal{E}_{0}$ and $\mathcal{O}=\mathcal{E}$ are fulfilled) translation invariant convex $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$-lower semicontinuous functional from $\mathcal{E} \times B V\left(\mathbf{R}^{n}\right)$ to $[0,+\infty]$ equal to $F$ on $\mathcal{E}_{0} \times\left(C^{\infty}\left(\mathbf{R}^{n}\right) \cap B V\left(\mathbf{R}^{n}\right)\right)$.

If, in addition, $f$ satisfies

$$
\begin{equation*}
|z| \leq f(z) \text { for every } z \in \mathbf{R}^{n}, \tag{8.4.1}
\end{equation*}
$$

then, for every $\mathcal{E} \subseteq \mathcal{A}_{0}$ perfect with respect to $\mathcal{A}_{0}$, having $\mathcal{E}_{0}$ as a dense subset, and satisfying (8.2.2), the functional

$$
\begin{gathered}
\widehat{F}:(\Omega, u) \in \mathcal{E} \times L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) \mapsto \\
\begin{cases}\int_{\Omega} f(\nabla u) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| & \text { if } u \in B V(\Omega) \\
+\infty & \text { if } u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) \backslash B V(\Omega)\end{cases}
\end{gathered}
$$

is the only inner regular (respectively measure, provided (2.6.1) with $\mathcal{O}=$ $\mathcal{E}_{0}$ and $\mathcal{O}=\mathcal{E}$ are fulfilled) translation invariant convex $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$-lower semicontinuous functional from $\mathcal{E} \times L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$ to $[0,+\infty]$ equal to $F$ on $\mathcal{E}_{0} \times C^{\infty}\left(\mathbf{R}^{n}\right)$.
Proof. We prove only the part of the proposition under inner regularity assumptions, the other one being analogous.

We start with the part relative to $\widetilde{F}$.
In this case we observe that the properties of $\mathcal{E}$, Theorem 7.4 .3 , the properties of the translated of $B V\left(\mathbf{R}^{n}\right)$ functions, Theorem 7.4.2, and Theorem 5.1.4 provide that $\widetilde{F}$ is inner regular, translation invariant, convex, and weak ${ }^{*}-B V\left(\mathbf{R}^{n}\right)$-lower semicontinuous. Consequently, Theorem 8.2.3 applies with $U=B V\left(\mathbf{R}^{n}\right)$ equipped with the weak*- $B V\left(\mathbf{R}^{n}\right)$ topology, and we conclude that $\widetilde{F}$ is the only inner regular translation invariant convex weak ${ }^{*}-B V\left(\mathbf{R}^{n}\right)$-lower semicontinuous functional from $\mathcal{E} \times B V\left(\mathbf{R}^{n}\right)$ to $[0,+\infty]$ equal to $F$ on $\mathcal{E}_{0} \times\left(C^{\infty}\left(\mathbf{R}^{n}\right) \cap B V\left(\mathbf{R}^{n}\right)\right)$.

We now observe that, because of Theorem 7.4.6, $\widetilde{F}$ is actually $L^{1}\left(\mathbf{R}^{n}\right)$ -lower semicontinuous. This implies the proposition for $\widetilde{F}$, once we observe that every $L^{1}\left(\mathbf{R}^{n}\right)$-lower semicontinuous functional on $\mathcal{E} \times B V\left(\mathbf{R}^{n}\right)$ is also weak*- $B V\left(\mathbf{R}^{n}\right)$-lower semicontinuous.

We now treat the part relative to $\widetilde{F}$.
In this case the proof follows from Theorem 8.2.3, once we prove that

$$
\begin{equation*}
\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(\Omega, u)=\widehat{F}(\Omega, u) \text { for every }(\Omega, u) \in \mathcal{E} \times L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) \tag{8.4.2}
\end{equation*}
$$

To do this let us first prove that $\widehat{F}$ is $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$-lower semicontinuous.
Let $(\Omega, u) \in \mathcal{E} \times L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$, let $\left\{u_{h}\right\} \subseteq L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$ be such that $u_{h} \rightarrow u$ in $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$, and let us assume that the limit $\lim _{h \rightarrow+\infty} \widehat{F}\left(\Omega, u_{h}\right)$ exists and is finite. Because of this, we infer that $u_{h} \in B V(\Omega)$ for every $h \in \mathbf{N}$ and by using (8.4.1) and Proposition 4.2.5, that $u \in B V(\Omega)$.

The proof of the $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$-lower semicontinuity of $\widehat{F}$ is thus reduced to the one of the $L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$-lower semicontinuity of its restriction to $\mathcal{E} \times B V(\Omega)$, and this holds by Theorem 7.4.6.

The $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$-lower semicontinuity of $\widehat{F}$ implies that

$$
\widehat{F}(A, u) \leq \overline{F_{\mathcal{E}_{0}-}}(B, u) \leq\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(\Omega, u)
$$

for every $\Omega, B \in \mathcal{A}_{0}, A \in \mathcal{E}_{0}$ with $A \subset \subset B \subset \subset \Omega, u \in L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$,
from which, being $\mathcal{E}_{0}$ dense with respect to $\mathcal{E}$, we conclude that

$$
\begin{align*}
& \widehat{F}(\Omega, u)=\widehat{F}_{\mathcal{E}_{0}-}(\Omega, u) \leq\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(\Omega, u)  \tag{8.4.3}\\
& \text { for every }(\Omega, u) \in \mathcal{E} \times L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)
\end{align*}
$$

Conversely, we observe that Theorem 7.4.3 and the properties of the translated of $B V\left(\mathbf{R}^{n}\right)$ functions yield the translation invariance of $\widehat{F}$, and that Theorem 7.4.2 provides its convexity. Then, by Lemma 7.3.4 applied with $\mathcal{O}=\mathcal{E}_{0}, U=L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$, and $\Phi=\widehat{F}$ we get that

$$
\widehat{F}(\Omega, u) \geq \widehat{F}_{\mathcal{E}_{0}-}(\Omega, u) \geq \widehat{F}\left(A, u_{\varepsilon}\right)=F\left(A, u_{\varepsilon}\right)=F_{\mathcal{E}_{0}-}\left(A, u_{\varepsilon}\right)
$$

for every $\Omega \in \mathcal{E}, A \in \mathcal{E}_{0}$ with $\left.A \subset \subset \Omega, \varepsilon \in\right] 0, \operatorname{dist}\left(A, \partial \Omega\left[, u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)\right.\right.$, from which it follows that

$$
\begin{equation*}
\widehat{F}(\Omega, u) \geq \overline{F_{\mathcal{E}_{0}-}}(A, u) \tag{8.4.4}
\end{equation*}
$$

for every $\Omega \in \mathcal{E}, A \in \mathcal{E}_{0}$ with $A \subset \subset \Omega, u \in L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$.
By (8.4.4), and ii) of Proposition 2.6.9 we get that

$$
\begin{gathered}
\widehat{F}(\Omega, u) \geq\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{E}_{0}-}(\Omega, u)=\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{E}-}(\Omega, u) \\
\text { for every }(\Omega, u) \in \mathcal{E} \times L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right),
\end{gathered}
$$

from which, being $\mathcal{E}$ perfect with respect to $\mathcal{A}_{0}$, we conclude that

$$
\begin{equation*}
\widehat{F}(\Omega, u) \geq\left(\overline{F_{\mathcal{E}_{0}-}}\right)_{\mathcal{A}_{0}-}(\Omega, u) \text { for every }(\Omega, u) \in \mathcal{E} \times L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) . \tag{8.4.5}
\end{equation*}
$$

By (8.4.3) and (8.4.5), equality (8.4.2) follows. This completes the proof of the proposition.

Corollary 8.4.3. Let $\mathcal{E}_{0} \subseteq \mathcal{A}_{0}$ satisfy (8.1.1), and

$$
A:(\Omega, u) \in \mathcal{E}_{0} \times C^{\infty}\left(\mathbf{R}^{n}\right) \mapsto \int_{\Omega} \sqrt{1+|\nabla u|^{2}} d x .
$$

Then, for every $\mathcal{E} \subseteq \mathcal{A}_{0}$ perfect with respect to $\mathcal{A}_{0}$, having $\mathcal{E}_{0}$ as a dense subset, and satisfying (8.2.2) the functional

$$
\begin{gathered}
\widehat{A}:(\Omega, u) \in \mathcal{E} \times L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) \mapsto \\
\begin{cases}\int_{\Omega} \sqrt{1+|\nabla u|^{2}} d x+\left|D^{\mathrm{s}} u\right|(\Omega) & \text { if } u \in B V(\Omega) \\
+\infty & \text { if } u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) \backslash B V(\Omega)\end{cases}
\end{gathered}
$$

is the only inner regular (respectively measure, provided (2.6.1) with $\mathcal{O}=$ $\mathcal{E}_{0}$ and $\mathcal{O}=\mathcal{E}$ are fulfilled) translation invariant convex $L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$-lower semicontinuous functional from $\mathcal{E} \times L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$ to $[0,+\infty]$ equal to $A$ on $\mathcal{E}_{0} \times C^{\infty}\left(\mathbf{R}^{n}\right)$.

Proof. Follows from Proposition 8.4.2.

## §8.5 A Note on Lavrentiev Phenomenon

In this section we make some simple remark to emphasize the connections of Lavrentiev phenomenon with the unique extension processes studied in this chapter.

In [La], in connection with Tonelli's partial regularity theorem for the minimizers of one dimensional Dirichlet minimum problems, (cf. [To]), M. Lavrentiev observed the occurrence of the surprising feature of some Dirichlet minimum problems for integral functionals to depend critically on slight variations of the set of admissible functions. He produced an example of a rather elaborated one dimensional integral functional whose minimum on Sobolev classes is strictly smaller than the infimum on sets of smooth functions.

It is to be emphasized that this feature is surprising since the proposed functional enjoyed some convexity and weak lower semicontinuity properties, and smooth functions are dense in Sobolev spaces.

Starting from Lavrentiev's work, many papers have been devoted to the study of the phenomenon (cf. for example [M2], [HM], [BM2], [An], [Cs2], [CPSC]), and, in some recent papers (cf. [BuM1], [DA1]) an abstract interpretation of Lavrentiev phenomenon by means of relaxation has been proposed.

Given a topological space $(U, \tau)$, a $\tau$-dense subset $V$ of $U$, and a $\tau$-lower semicontinuous functional $F: U \rightarrow$ ] $-\infty,+\infty$ ], the $\tau$-lower semicontinuous envelope $\overline{F_{V}}$ of

$$
F_{V}: u \in U \mapsto \begin{cases}F(u) & \text { if } u \in V \\ +\infty & \text { otherwise }\end{cases}
$$

has been considered, and it has been observed that, since $\inf \{F(u): u \in$ $V\}=\inf \left\{\overline{F_{V}}(u): u \in U\right\}$, the nonoccurrence of the Lavrentiev phenomenon for $F, U$ and $V$, i.e. the equality $\inf \{F(u): u \in U\}=\inf \{F(u):$ $u \in V\}$, can be deduced by the equality $\overline{F_{V}}=F$. In this framework the occurrence of the Lavrentiev phenomenon for various classes of minimum problems has been studied in many papers also for multiple integrals of the calculus of variations defined in Sobolev and $B V$ spaces, (cf. for example [AM], [ASC], [BB], [BuM2], [CEDA2], [DA3], [DAT2], [Z2], and the survey paper $[\mathrm{BuB}]$ ).

In particular, in [DA3] the quadratic form

$$
q:(x, z) \in\left(\mathbf{R}^{n} \backslash\{0\}\right) \times \mathbf{R}^{n} \rightarrow \lambda|z|^{2}+\frac{1}{|x|^{n-1}}\left|\frac{x}{|x|} \cdot z\right|^{2}
$$

$(n \geq 3)$ has been proposed so that, for a suitable choice of $\lambda$, the functional

$$
F: u \in W^{1,1}\left(B_{1}(0)\right) \mapsto \int_{B_{1}(0)} q(x, \nabla u) d x
$$

is $L^{1}\left(B_{1}(0)\right)$-lower semicontinuous, but

$$
F\left(u^{*}\right)<\overline{F_{C^{1}\left(\mathbf{R}^{n}\right)}}\left(u^{*}\right),
$$

where $u^{*}(x)=\frac{x_{1}}{|x|}$.
This example provides an example in which a convex quadratic functional, namely the restriction of $F$ to $C^{1}\left(\mathbf{R}^{n}\right)$, possesses two different $L^{1}\left(B_{1}(0)\right)$-lower semicontinuous convex extensions to $W^{1,1}\left(B_{1}(0)\right)$.

## Chapter 9

## Integral Representation for Unbounded Functionals

In the present chapter we give some characterizations of the unbounded functionals $F$, depending on an open set $\Omega$ and a function $u$ in Sobolev or $B V$ spaces, that can be represented in an integral form of the kind

$$
F(\Omega, u)=\int_{\Omega} f(\nabla u) d x
$$

when $u$ is a Sobolev function, or

$$
F(\Omega, u)=\int_{\Omega} f(\nabla u) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|,
$$

when $u$ is a $B V$ one, for some $f$ taking values in $[0,+\infty]$.

## §9.1 Representation on Linear Functions

In the present section and in the next one we prove some integral representation results for an abstract functional $F$ depending on a bounded open set $\Omega$, and $u$ in $C^{1}\left(\mathbf{R}^{n}\right)$. We start treating the case when $u$ is a linear function.

Let us consider a functional

$$
\begin{equation*}
F:(\Omega, u) \in \mathcal{A}_{0} \times W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right) \mapsto F(\Omega, u) \in[0,+\infty] \tag{9.1.1}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
F\left(x_{0}+\Omega, u_{z}\right)=F\left(\Omega, u_{z}\right) \text { for every } \Omega \in \mathcal{A}_{0}, z \in \mathbf{R}^{n}, x_{0} \in \mathbf{R}^{n} \tag{9.1.2}
\end{equation*}
$$ for every $z \in \mathbf{R}^{n} F\left(\cdot, u_{z}\right)$ is weakly superadditive, for every $z \in \mathbf{R}^{n} F\left(\cdot, u_{z}\right)$ is weakly subadditive,

and introduce the function $f_{F}$ defined by

$$
\begin{equation*}
f_{F}: z \in \mathbf{R}^{n} \mapsto F\left(Y, u_{z}\right) \in[0,+\infty] . \tag{9.1.6}
\end{equation*}
$$

Proposition 9.1.1. Let $F$ be as in (9.1.1) satisfying (9.1.2) $\div(9.1 .5)$, and let $f_{F}$ be given by (9.1.6). Then

$$
\begin{equation*}
F\left(\Omega, u_{z}\right) \leq \mathcal{L}^{n}(\bar{\Omega}) f_{F}(z) \text { for every } \Omega \in \mathcal{A}_{0}, z \in \mathbf{R}^{n} \tag{9.1.7}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{L}^{n}(\Omega) f_{F}(z) \leq F\left(\Omega, u_{z}\right) \text { for every } \Omega \in \mathcal{A}_{0}, z \in \mathbf{R}^{n} \tag{9.1.8}
\end{equation*}
$$

Proof. Let $z$ be in $\mathbf{R}^{n}$.
If $F\left(\emptyset, u_{z}\right)=0$ let $F^{e}\left(\cdot, u_{z}\right): A \in \mathcal{A}\left(\mathbf{R}^{n}\right) \mapsto \sup \left\{F\left(B, u_{z}\right): B \in\right.$ $\left.\mathcal{A}_{0}, B \subseteq A\right\}$, then by $(9.1 .2) \div(9.1 .5)$ it follows that $F^{e}\left(\cdot, u_{z}\right)$ extends $F\left(\cdot, u_{z}\right)$, is increasing, weakly superadditive, weakly subadditive, and translation invariant. By Proposition 2.6.15 applied with $\alpha=F^{e}\left(\cdot, u_{z}\right)$, the proof follows.

If $F\left(\emptyset, u_{z}\right) \neq 0$, by (9.1.4), and (9.1.5) it must necessarily result $F\left(\emptyset, u_{z}\right)=+\infty$ from which, together with (9.1.3), (9.1.7) and (9.1.8) follow.

## $\S 9.2$ Representation on Continuously Differentiable Functions

Let $F$ be as in (9.1.1), and $f_{F}$ be given by (9.1.6).
In order to extend the results of $\S 9.1$ to $C^{1}$ functions, we assume that $F$ satisfies also the following conditions (recall that for every $u=\sum_{j=1}^{m}\left(u_{z_{j}}+\right.$ $\left.s_{j}\right) \chi_{P_{j}} \in P A\left(\mathbf{R}^{n}\right)$ we have set $B_{u}=\cup_{j=1}^{m}\left(\overline{P_{j}} \backslash \operatorname{int}\left(P_{j}\right)\right)$
(9.2.1)

$$
\begin{gathered}
F(\Omega, u) \leq \limsup _{h \rightarrow+\infty} F\left(\Omega \backslash B_{u_{h}}, u_{h}\right) \text { for every } \Omega \in \mathcal{A}_{0}, u \in C^{1}\left(\mathbf{R}^{n}\right) \\
\left\{u_{h}\right\} \subseteq P A\left(\mathbf{R}^{n}\right) \text { with } u_{h} \rightarrow u \text { in } W^{1, \infty}(\Omega)
\end{gathered}
$$

that looks to be a coupling between lower semicontinuity and control hypotheses, and
(9.2.2) the restriction of $F(Y, \cdot)$ to $\left\{u_{z}: z \in \mathbf{R}^{n}\right\}$ is convex.

Remark 9.2.1. Let $F$ be as in (9.1.1), and let $f_{F}$ be given by (9.1.6). Then it is clear that (9.2.2) implies the convexity of $f_{F}$.

Moreover (9.2.1), applied for every $\left\{z_{h}\right\} \subseteq \mathbf{R}^{n}$ and $z \in \mathbf{R}^{n}$ with $z_{h} \rightarrow$ $z$, to $\Omega=Y, u=u_{z}$, and $u_{h}=u_{z_{h}}$ for every $h \in \mathbf{N}$, implies the lower semicontinuity of $f_{F}$, and in particular that, for every $u \in W_{\operatorname{loc}}^{1,1}\left(\mathbf{R}^{n}\right)$, the function $x \in \mathbf{R}^{n} \mapsto f_{F}(\nabla u(x))$ is measurable.

Condition (9.2.1) is implied by the following assumptions

$$
\begin{equation*}
F(\Omega, u) \leq F\left(\Omega \backslash B_{u}, u\right) \text { for every }(\Omega, u) \in \mathcal{A}_{0} \times P A\left(\mathbf{R}^{n}\right), \tag{9.2.3}
\end{equation*}
$$

and
(9.2.4) for every $\Omega \in \mathcal{A}_{0}, F(\Omega, \cdot)$ is $W^{1, \infty}(\Omega)$-lower semicontinuous.

Proposition 9.2.2. Let $F$ be as in (9.1.1) satisfying (9.2.3) and (9.2.4). Then (9.2.1) holds.

Proof. Let $u,\left\{u_{h}\right\}$ be as in (9.2.1). Then by (9.2.4), and (9.2.3) we have

$$
F(\Omega, u) \leq \liminf _{h \rightarrow+\infty} F\left(\Omega, u_{h}\right) \leq \limsup _{h \rightarrow+\infty} F\left(\Omega \backslash B_{u_{h}}, u_{h}\right),
$$

that is (9.2.1).
We now assume that if (9.2.1), (9.2.2), the invariance and measure theoretic assumptions below

$$
\begin{equation*}
F\left(\Omega, u_{z}+c\right)=F\left(\Omega, u_{z}\right) \text { for every } \Omega \in \mathcal{A}_{0}, z \in \mathbf{R}^{n}, c \in \mathbf{R}, \tag{9.2.5}
\end{equation*}
$$

for every $u \in C^{1}\left(\mathbf{R}^{n}\right), F(\cdot, u)$ is increasing,
for every $u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right), F(\cdot, u)$ is superadditive,

$$
\begin{equation*}
\text { for every } u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right), F(\cdot, u) \text { is subadditive, } \tag{9.2.8}
\end{equation*}
$$

together with

$$
\begin{equation*}
F\left(\Omega-x_{0}, T\left[x_{0}\right] u_{z}\right)=F\left(\Omega, u_{z}\right) \tag{9.2.9}
\end{equation*}
$$

$$
\text { for every } \Omega \in \mathcal{A}_{0}, z \in \mathbf{R}^{n}, x_{0} \in \mathbf{R}^{n},
$$

(9.2.10) $\limsup _{r \rightarrow 0^{+}} \frac{1}{r^{n}} F\left(Q_{r}\left(x_{0}\right), u\right) \geq F\left(Q_{1}\left(x_{0}\right), u\left(x_{0}\right)+\nabla u\left(x_{0}\right) \cdot\left(\cdot-x_{0}\right)\right)$

$$
\text { for every } u \in C^{1}\left(\mathbf{R}^{n}\right), x_{0} \text { a.e. in } \mathbf{R}^{n} \text {, }
$$

$$
\begin{gather*}
F(\Omega, u) \leq F\left(\Omega, u_{z}\right) \text { whenever } \Omega \in \mathcal{A}_{0}  \tag{9.2.11}\\
z \in \mathbf{R}^{n}, u \in P A\left(\mathbf{R}^{n}\right) \text { with } u(x)=u_{z}(x) \text { for every } x \in \Omega
\end{gather*}
$$

hold, then $f_{F}$ is convex and lower semicontinuous, and

$$
\begin{equation*}
F_{-}(\Omega, u)=\int_{\Omega} f_{F}(\nabla u) d x \text { for every }(\Omega, u) \in \mathcal{A}_{0} \times C^{1}\left(\mathbf{R}^{n}\right) \tag{9.2.12}
\end{equation*}
$$

We also prove that if we replace conditions (9.2.1) and (9.2.2) with the following
(9.2.13) $F(\Omega, u) \leq \limsup _{h \rightarrow+\infty} F\left(\Omega \backslash B_{u_{h}}, u_{h}\right)$ for every $\Omega \in \mathcal{A}_{0}, u \in C^{1}\left(\mathbf{R}^{n}\right)$,

$$
\left\{u_{h}\right\} \subseteq P A\left(\mathbf{R}^{n}\right) \text { with } u_{h} \rightarrow u \text { in weak }{ }^{*}-W^{1, \infty}(\Omega)
$$

then the same conclusions on $f_{F}$ and (9.2.12) continue to hold.
Lemma 9.2.3. Let $F$ be as in (9.1.1) satisfying (9.1.3), (9.1.4), (9.2.1), (9.2.2), (9.2.5), (9.2.8), (9.2.9), (9.2.11), and let $f_{F}$ be given by (9.1.6). Then

$$
\begin{equation*}
F(Q, u) \leq \int_{Q} f_{F}(\nabla u) d x \text { for every cube } Q, u \in C^{1}\left(\mathbf{R}^{n}\right) \tag{9.2.14}
\end{equation*}
$$

Proof. Let $Q, u$ be as in (9.2.14) with $\int_{Q} f_{F}(\nabla u) d x<+\infty$. Then, by (9.2.2) and Remark 9.2.1, $\operatorname{dom} f_{F}$ turns out to be nonempty and convex. Moreover it is not restrictive to assume that

$$
\begin{equation*}
0 \in \operatorname{ri}\left(\operatorname{dom} f_{F}\right) \tag{9.2.15}
\end{equation*}
$$

Let $k(\leq n)$ be the dimension of $\operatorname{aff}\left(\operatorname{dom} f_{F}\right)$. If $k<n$ let us denote by $0_{k}$, respectively by $0_{n-k}$, the origin of $\mathbf{R}^{k}$, respectively of $\mathbf{R}^{n-k}$.

Let $R: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ be the identity transformation if $k=n$, an orthogonal linear transformation such that

$$
\begin{equation*}
R\left(\operatorname{aff}\left(\operatorname{dom} f_{F}\right)\right)=\mathbf{R}^{k} \times\left\{0_{n-k}\right\} \tag{9.2.16}
\end{equation*}
$$

if $k<n$ and call again with $R$ the $n \times n$ matrix associated to the transformation.

Let us define $u^{\prime}$ by

$$
\begin{equation*}
u^{\prime}: y \in \mathbf{R}^{n} \mapsto u\left(R^{-1} y\right) \tag{9.2.17}
\end{equation*}
$$

then, since $R^{-1}=R^{T}$ (the transpose of $R$ ), we have

$$
\begin{equation*}
\nabla_{y} u^{\prime}(y)=\nabla_{x} u\left(R^{-1} y\right) R^{-1}=\nabla_{x} u\left(R^{-1} y\right) R^{T}=\left(R \nabla_{x}\left(R^{-1} y\right)^{T}\right)^{T} \tag{9.2.18}
\end{equation*}
$$

for every $y \in \mathbf{R}^{n}$.
Let us fix now $\bar{x} \in Q$. Then, since $\nabla u(x) \in \operatorname{dom} f_{F}$ for every $x \in Q$, by (9.2.16), (9.2.18) and the convexity of $Q$, we deduce that $u^{\prime}$ in (9.2.17) effectively depends only on $\left(y_{1}, \ldots, y_{k}\right)$ when $\left(y_{1}, \ldots, y_{n}\right)$ varies in $R(Q)$, $R(Q)$ being a cube centred in $\bar{y}=R \bar{x}$.

Because of these considerations, if $\mathrm{Pr}_{k}$ is the projection operator from $\mathbf{R}^{n}$ to $\mathbf{R}^{k}$ given by $\operatorname{Pr}_{k}:\left(y_{1}, \ldots, y_{n}\right) \in \mathbf{R}^{n} \mapsto\left(y_{1}, \ldots, y_{k}\right)$, we can define $\hat{u}$ by

$$
\hat{u}:\left(y_{1}, \ldots, y_{k}\right) \in \mathbf{R}^{k} \mapsto \begin{cases}u\left(y_{1}, \ldots, y_{n}\right) & \text { if } k=n \\ u^{\prime}\left(y_{1}, \ldots, y_{k}, \bar{y}_{k+1}, \ldots, \bar{y}_{n}\right) & \text { if } k<n,\end{cases}
$$

then by (9.2.19), (9.2.18), and (9.2.16) we get

$$
\begin{array}{r}
\nabla \hat{u}\left(y_{1}, \ldots, y_{k}\right) \in \operatorname{Pr}_{k}\left(R\left(\operatorname{dom} f_{F}\right)\right)  \tag{9.2.20}\\
\text { for every }\left(y_{1}, \ldots, y_{k}\right) \in \operatorname{Pr}_{k}(R(Q)) .
\end{array}
$$

We also observe that by (9.2.15), and (9.2.16) we have

$$
\begin{equation*}
0_{k} \in \operatorname{ri}\left(\operatorname{Pr}_{k}\left(R\left(\operatorname{dom} f_{F}\right)\right)\right) . \tag{9.2.21}
\end{equation*}
$$

Let $\left\{\hat{u}_{i}\right\}$ be a sequence in $P A\left(\mathbf{R}^{k}\right)$ given by Theorem 0.8 such that

$$
\left\{\begin{array}{l}
\hat{u}_{i} \rightarrow \hat{u} \text { uniformly in } \overline{\operatorname{Pr}_{k}(R(Q))},  \tag{9.2.22}\\
\nabla \hat{u}_{i} \rightarrow \nabla \hat{u} \text { in }\left(L^{\infty}\left(\operatorname{Pr}_{k}(R(Q))\right)\right)^{n},
\end{array}\right.
$$

and let $\left.\left\{t_{h}\right\} \subseteq\right] 0,1\left[\right.$ with $t_{h} \rightarrow 1$. Then by (9.2.20), (9.2.21), and the convexity of $\operatorname{Pr}_{k}\left(R\left(\operatorname{dom} f_{F}\right)\right)$ we get the existence of $\delta_{h}>0$ such that

$$
\begin{align*}
& \operatorname{dist}\left(t_{h} \nabla \hat{u}\left(y_{1}, \ldots, y_{k}\right), \mathbf{R}^{k} \backslash \operatorname{Pr}_{k}\left(R\left(\operatorname{dom} f_{F}\right)\right)\right)>2 \delta_{h}  \tag{9.2.23}\\
& \quad \text { for every }\left(y_{1}, \ldots, y_{k}\right) \in \operatorname{Pr}_{k}(R(Q)),
\end{align*}
$$

hence, by (9.2.22), and (9.2.23), we deduce that

$$
\begin{equation*}
\operatorname{dist}\left(t_{h} \nabla \hat{u}_{i}\left(y_{1}, \ldots, y_{k}\right), \mathbf{R}^{k} \backslash \operatorname{Pr}_{k}\left(R\left(\operatorname{dom} f_{F}\right)\right)\right)>\delta_{h} \tag{9.2.24}
\end{equation*}
$$

for a.e. $\left(y_{1}, \ldots, y_{k}\right) \in \operatorname{Pr}_{k}(R(Q))$, every $h \in \mathbf{N}$, and $i \in \mathbf{N}$ large enough.
By using the functions $\hat{u}_{i}$ we can define $u_{i}^{\prime}$ and $u_{i}$ as

$$
\left\{\begin{array}{l}
u_{i}^{\prime}:\left(y_{1}, \ldots, y_{n}\right) \in R(Q) \mapsto \hat{u}_{i}\left(y_{1}, \ldots, y_{k}\right)  \tag{9.2.25}\\
u_{i}:\left(x_{1}, \ldots, x_{n}\right) \in Q \mapsto u_{i}^{\prime}\left(R\left(x_{1}, \ldots, x_{n}\right)\right),
\end{array}\right.
$$

then by (9.2.25), (9.2.22), and (9.2.24) it turns out that the functions $u_{i}$ are in $P A\left(\mathbf{R}^{n}\right)$, that

$$
\begin{equation*}
u_{i} \rightarrow u \text { in } W^{1, \infty}(Q), \tag{9.2.26}
\end{equation*}
$$

and that

$$
\begin{equation*}
t_{h} \nabla u_{i}(x) \in \operatorname{dom} f_{F}, \operatorname{dist}\left(t_{h} \nabla u_{i}(x), \operatorname{rb}\left(\operatorname{dom} f_{F}\right)\right)>\delta_{h} \tag{9.2.27}
\end{equation*}
$$

for a.e. $x \in Q$, every $h \in \mathbf{N}$, and $i \in \mathbf{N}$ large enough.
By (9.2.26) and (9.2.27), once we recall that $f_{F}$, being convex, is locally Lipschitz on ri( $\left(\operatorname{dom} f_{F}\right)$, we obtain that

$$
\begin{equation*}
\lim _{i \rightarrow+\infty} \int_{Q} f_{F}\left(t_{h} \nabla u_{i}\right) d x=\int_{Q} f_{F}\left(t_{h} \nabla u\right) d x \text { for every } h \in \mathbf{N}, \tag{9.2.28}
\end{equation*}
$$

hence, by (9.2.28), we can construct a subsequence $\left\{u_{i_{h}}\right\}$ of $\left\{u_{i}\right\}$ satisfying

$$
\begin{equation*}
\int_{Q} f_{F}\left(t_{h} \nabla u_{i_{h}}\right) d x \leq \int_{Q} f_{F}\left(t_{h} \nabla u\right) d x+\frac{1}{h} \text { for every } h \in \mathbf{N} . \tag{9.2.29}
\end{equation*}
$$

Now let us observe that, setting for every $h \in \mathbf{N}, u_{i_{h}}=\sum_{j=1}^{m_{h}}\left(u_{z_{j}^{h}}+\right.$ $\left.s_{j}^{h}\right) \chi_{P_{j}^{h}}$, by (9.1.7) of Proposition 9.1.1, (9.2.5), and (9.2.11) we have that

$$
\begin{gather*}
\int_{Q} f_{F}\left(t_{h} \nabla u_{i_{h}}\right) d x=\sum_{j=1}^{m_{h}} \mathcal{L}^{n}\left(Q \cap P_{j}^{h}\right) f_{F}\left(t_{h} z_{j}^{h}\right) \geq  \tag{9.2.30}\\
\geq \sum_{j=1}^{m_{h}} F\left(Q \cap \operatorname{int}\left(P_{j}^{h}\right), t_{h}\left(u_{z_{j}^{h}}+s_{j}^{h}\right)\right)=\sum_{j=1}^{m_{h}} F\left(Q \cap \operatorname{int}\left(P_{j}^{h}\right), t_{h} u_{i_{h}}\right)
\end{gather*}
$$

$$
\text { for every } h \in \mathbf{N} \text {, }
$$

therefore by $(9.2 .26),(9.2 .1),(9.2 .8)$, and (9.2.30) we get that

$$
\begin{equation*}
F(Q, u) \leq \limsup _{h \rightarrow+\infty} F\left(Q \backslash B_{t_{h} u_{i_{h}}}, t_{h} u_{i_{h}}\right)= \tag{9.2.31}
\end{equation*}
$$

$=\underset{h \rightarrow+\infty}{\limsup } F\left(Q \cap \cup_{j=1}^{m_{h}} \operatorname{int}\left(P_{j}^{h}\right), t_{h} u_{i_{h}}\right) \leq \limsup _{h \rightarrow+\infty} \sum_{j=1}^{m} F\left(Q \cap \operatorname{int}\left(P_{j}^{h}\right), t_{h} u_{i_{h}}\right) \leq$ $\leq \limsup _{h \rightarrow+\infty} \int_{Q} f_{F}\left(t_{h} \nabla u_{i_{h}}\right) d x$.
Finally, by (9.2.31), (9.2.29), (9.2.2), and Remark 9.2 .1 we conclude that

$$
F(Q, u) \leq \limsup _{h \rightarrow+\infty} \int_{Q} f_{F}\left(t_{h} \nabla u\right) d x \leq
$$

$$
\leq \limsup _{h \rightarrow+\infty}\left\{t_{h} \int_{Q} f_{F}(\nabla u) d x+\left(1-t_{h}\right) \mathcal{L}^{n}(Q) f_{F}(0)\right\},
$$

that, together with (9.2.15), yields (9.2.14).
Lemma 9.2.4. Let $F$ be as in (9.1.1) satisfying (9.1.4), (9.2.1), (9.2.2), (9.2.5), (9.2.6), (9.2.8), (9.2.9), (9.2.11), and let $f_{F}$ be given by (9.1.6). Then

$$
\begin{equation*}
F_{-}(\Omega, u) \leq \int_{\Omega} f_{F}(\nabla u) d x \text { for every }(\Omega, u) \in \mathcal{A}_{0} \times C^{1}\left(\mathbf{R}^{n}\right) \tag{9.2.32}
\end{equation*}
$$

Proof. Let $(\Omega, u)$ be as in (9.2.32). We can clearly assume that $\int_{\Omega} f_{F}(\nabla u) d x<+\infty$.

Let $\Omega^{\prime} \in \mathcal{A}(\Omega)$ with $\Omega^{\prime} \subset \subset \Omega, \varepsilon>0, Q_{(1)}, \ldots, Q_{(m)}$ be cubes with $Q_{(j)} \subset \subset \Omega$ for every $j \in\{1, \ldots, m\}, \Omega^{\prime} \subset \subset \cup_{j=1}^{m} Q_{(j)}$, and

$$
\begin{equation*}
\sum_{j=1}^{m} \int_{Q_{(j)}} f_{F}(\nabla u) d x \leq \int_{\Omega} f_{F}(\nabla u) d x+\varepsilon \tag{9.2.33}
\end{equation*}
$$

Then by (9.2.6), (9.2.8), Lemma 9.2.3, and (9.2.33) we get that

$$
\begin{align*}
& F\left(\Omega^{\prime}, u\right) \leq F\left(\cup_{j=1}^{m} Q_{(j)}, u\right) \leq \sum_{j=1}^{m} F\left(Q_{(j)}, u\right)=  \tag{9.2.34}\\
= & \sum_{j=1}^{m} \int_{Q_{(j)}} f_{F}(\nabla u) d x \leq \int_{\Omega} f_{F}(\nabla u) d x+\varepsilon
\end{align*}
$$

$$
\text { for every } \Omega^{\prime} \in \mathcal{A}(\Omega) \text { with } \Omega^{\prime} \subset \subset \Omega \text {. }
$$

As $\Omega^{\prime}$ increases to $\Omega$, and $\varepsilon$ decreases to 0 , inequality (9.2.32) follows from (9.2.34).

We can now prove the integral representation result.
Theorem 9.2.5. Let $F$ be as in (9.1.1) satisfying (9.2.1), (9.2.2), (9.2.5) $\div$ (9.2.11), and let $f_{F}$ be given by (9.1.6). Then $f_{F}$ is convex and lower semicontinuous, and
(9.2.35) $\quad F_{-}(\Omega, u)=\int_{\Omega} f_{F}(\nabla u) d x$ for every $(\Omega, u) \in \mathcal{A}_{0} \times C^{1}\left(\mathbf{R}^{n}\right)$.

Proof. The properties of $f_{F}$ come from (9.2.2), (9.2.1), and Remark 9.2.1, whilst equality (9.2.35) from Lemma 9.2.4, (9.2.5), (9.2.9), Proposition 2.6.13 applied with $\alpha=F(\cdot, u)$ and (9.2.10).

From Theorem 9.2.5 we trivially deduce the following corollary.

Corollary 9.2.6. Let $F$ be a convex functional as in (9.1.1) satisfying (9.2.1), (9.2.5) $\div(9.2 .11)$, and let $f_{F}$ be given by (9.1.6). Then $f_{F}$ is convex and lower semicontinuous, and (9.2.35) holds.

We now prove that Theorem 9.2.5 still holds if we replace conditions (9.2.1) and (9.2.2) with (9.2.13).

Lemma 9.2.7. Let $F$ be as in (9.1.1) satisfying (9.1.3) $\div(9.2 .5)$, (9.2.8), (9.2.9), (9.2.11), and (9.2.13). Then (9.2.2) holds.

Proof. The proof follows the outlines of [BDM2, Lemma 1.5].
Let $z_{1}, z_{2} \in \mathbf{R}^{n}$ with $z_{1} \neq z_{2}, t \in[0,1]$ and set $z_{0}=\frac{z_{2}-z_{1}}{\left|z_{2}-z_{1}\right|}$. For every $h \in \mathbf{N}$ and $j \in \mathbf{Z}$, set

$$
\begin{gathered}
Q_{h, j}^{1}=\left\{x \in \mathbf{R}^{n}: \frac{j-1}{h} \leq z_{0} \cdot x<\frac{j-1+t}{h}\right\}, \\
Q_{h, j}^{2}=\left\{x \in \mathbf{R}^{n}: \frac{j-1+t}{h} \leq z_{0} \cdot x<\frac{j}{h}\right\} \\
Q_{h}^{-}=\left\{x \in \mathbf{R}^{n}: z_{0} \cdot x<-h\right\}, \quad Q_{h}^{+}=\left\{x \in \mathbf{R}^{n}: \frac{h^{2}-1}{h} \leq z_{0} \cdot x\right\}, \\
Q_{h}^{1}=\cup_{j=-h^{2}+1}^{h^{2}-1} Q_{h, j}^{1}, \quad Q_{h}^{2}=\cup_{j=-h^{2}+1}^{h^{2}-1} Q_{h, j}^{2}
\end{gathered}
$$

and observe that

$$
\begin{equation*}
\chi_{Q_{h}^{1}} \rightarrow t, \chi_{Q_{h}^{2}} \rightarrow 1-t \text { in weak*- } W^{1, \infty}(Y) \text { as } h \rightarrow+\infty \tag{9.2.36}
\end{equation*}
$$

For every $h \in \mathbf{N}, j \in \mathbf{Z}$ let us set

$$
c_{h, j}^{1}=\frac{(j-1)(1-t)}{h}\left|z_{2}-z_{1}\right|, \quad c_{h, j}^{2}=-\frac{j t}{h}\left|z_{2}-z_{1}\right|
$$

and define $u_{h}$ by

$$
u_{h}: x \in \mathbf{R}^{n} \mapsto \begin{cases}z_{2} \cdot x+h t\left|z_{2}-z_{1}\right| & \text { if } x \in Q_{h}^{-} \\ z_{1} \cdot x+c_{h, j}^{1} & \text { if } x \in \cup_{j=-h^{2}+1}^{h^{2}-1} Q_{h, j}^{1} \\ z_{2} \cdot x+c_{h, j}^{2} & \text { if } x \in \cup_{j=-h^{2}+1}^{h^{2}-1} Q_{h, j}^{2} \\ z_{1} \cdot x+\frac{\left(h^{2}-1\right)(1-t)}{h}\left|z_{2}-z_{1}\right| & \text { if } x \in Q_{h}^{+}\end{cases}
$$

Then $u_{h}$ turns out to be in $P A\left(\mathbf{R}^{n}\right)$, and by $(9.2 .36)$ we deduce that

$$
\begin{equation*}
u_{h} \rightarrow u_{t z_{1}+(1-t) z_{2}} \text { in weak*- } W^{1, \infty}(Y) \tag{9.2.37}
\end{equation*}
$$

By (9.2.37), (9.2.13), (9.2.8), (9.2.5), (9.2.11), Proposition 9.1.1, and (9.2.36) we obtain

$$
\begin{equation*}
F\left(Y, u_{t z_{1}+(1-t) z_{2}}\right) \leq \tag{9.2.38}
\end{equation*}
$$

$$
\begin{gathered}
\leq \limsup _{h \rightarrow+\infty} F\left(Y \cap\left(\left(\cup_{j=-h^{2}+1}^{h^{2}-1}\left(\operatorname{int}\left(Q_{h, j}^{1}\right) \cup \operatorname{int}\left(Q_{h, j}^{2}\right)\right)\right) \cup Q_{h}^{-} \cup \operatorname{int}\left(Q_{h}^{+}\right)\right), u_{h}\right) \leq \\
\leq \limsup _{h \rightarrow+\infty}\left\{\sum_{j=-h^{2}+1}^{h^{2}-1}\left\{F\left(Y \cap \operatorname{int}\left(Q_{h, j}^{1}\right), u_{z_{1}}\right)+F\left(Y \cap \operatorname{int}\left(Q_{h, j}^{2}\right), u_{z_{2}}\right)\right\}+\right. \\
\left.\quad+F\left(Y \cap \operatorname{int}\left(Q_{h}^{+}\right), u_{z_{1}}\right)+F\left(Y \cap Q_{h}^{-}, u_{z_{2}}\right)\right\} \leq \\
\leq \limsup _{h \rightarrow+\infty}\left\{\mathcal{L}^{n}\left(Y \cap Q_{h}^{1}\right) F\left(Y, u_{z_{1}}\right)+\mathcal{L}^{n}\left(Y \cap Q_{h}^{2}\right) F\left(Y, u_{z_{2}}\right)\right\}= \\
=t F\left(Y, u_{z_{1}}\right)+(1-t) F\left(Y, u_{z_{2}}\right)
\end{gathered}
$$

By (9.2.38) condition (9.2.2) follows.
Theorem 9.2.8. Let $F$ be as in (9.1.1) satisfying (9.2.5) $\div$ (9.2.11) and (9.2.13), and let $f_{F}$ be given by (9.1.6). Then $f_{F}$ is convex and lower semicontinuous, and (9.2.35) holds.

Proof. Follows by Lemma 9.2.7 and Theorem 9.2.5.

## §9.3 Representation on Sobolev Spaces

Let $p \in[1,+\infty]$.
In the present section we prove, under various sets of assumptions, some characterizations of the functionals $F$ depending on a bounded open set $\Omega$, and $u$ in $W_{\text {loc }}^{1, p}\left(\mathbf{R}^{n}\right)$ that can be represented as

$$
\begin{equation*}
F(\Omega, u)=\int_{\Omega} f_{F}(\nabla u) d x \text { for every }(\Omega, u) \in \mathcal{A}_{0} \times W_{\operatorname{loc}}^{1, p}\left(\mathbf{R}^{n}\right) \tag{9.3.1}
\end{equation*}
$$

$f_{F}$ being a convex lower semicontinuous function from $\mathbf{R}^{n}$ to $[0,+\infty]$.
Let us consider a functional

$$
\begin{equation*}
F:(\Omega, u) \in \mathcal{A}_{0} \times W_{\mathrm{loc}}^{1, p}\left(\mathbf{R}^{n}\right) \mapsto F(\Omega, u) \in[0,+\infty] \tag{9.3.2}
\end{equation*}
$$

define $f_{F}$ by (9.1.6) and, as a first case, let us introduce the following assumptions

$$
\begin{equation*}
\text { for every } u \in W_{\mathrm{loc}}^{1, p}\left(\mathbf{R}^{n}\right), F(\cdot, u) \text { is increasing, } \tag{9.3.3}
\end{equation*}
$$

$$
\begin{equation*}
\text { for every } u \in W_{\mathrm{loc}}^{1, p}\left(\mathbf{R}^{n}\right), F(\cdot, u) \text { is weakly superadditive, } \tag{9.3.4}
\end{equation*}
$$

$$
\begin{equation*}
\text { for every } u \in W_{\mathrm{loc}}^{1, p}\left(\mathbf{R}^{n}\right), F(\cdot, u) \text { is weakly subadditive, } \tag{9.3.5}
\end{equation*}
$$

(9.3.6) $\quad \limsup _{r \rightarrow 0^{+}} \frac{1}{r^{n}} F\left(Q_{r}\left(x_{0}\right), u\right) \geq F\left(Q_{1}\left(x_{0}\right), u\left(x_{0}\right)+\nabla u\left(x_{0}\right) \cdot\left(\cdot-x_{0}\right)\right)$

$$
\text { for every } u \in W_{\text {loc }}^{1, p}\left(\mathbf{R}^{n}\right), x_{0} \text { a.e. in } \mathbf{R}^{n},
$$

$$
\begin{gather*}
\text { for every } \Omega \in \mathcal{A}_{0}, F(\Omega, \cdot) \text { is }  \tag{9.3.7}\\
W^{1, p}(\Omega) \text {-lower semicontinuous if } p \in[1,+\infty[, \\
\cap_{q \in[1,+\infty[ }\left[W^{1, q}(\Omega) \text {-lower semicontinuous if } p=+\infty,\right.
\end{gather*}
$$

$$
\begin{equation*}
\text { for every } u \in W_{\text {loc }}^{1, p}\left(\mathbf{R}^{n}\right), F(\cdot, u) \text { is inner regular. } \tag{9.3.8}
\end{equation*}
$$

Lemma 9.3.1. Let $F$ be as in (9.3.2) with $p=+\infty$. Assume that for every $\Omega \in \mathcal{A}_{0}, F(\Omega, \cdot)$ is $W^{1, \infty}(\Omega)$-lower semicontinuous. Then

$$
\begin{equation*}
F(\Omega, u)=F(\Omega, v) \tag{9.3.9}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}, u, v \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$ with $u=v$ a.e. in $\Omega$.
Proof. If $u, v$ are as in (9.3.9), by defining for every $h \in \mathbf{N}, u_{h}=u$, we have that $u_{h} \rightarrow v$ in $W^{1, \infty}(\Omega)$ and by the $W^{1, \infty}(\Omega)$-lower semicontinuity of $F(\Omega, \cdot)$, that

$$
\begin{equation*}
F(\Omega, v) \leq \liminf _{h \rightarrow+\infty} F\left(\Omega, u_{h}\right)=F(\Omega, u) . \tag{9.3.10}
\end{equation*}
$$

By (9.3.10) and its analogous obtained by interchanging the roles of $u$ and $v$ condition (9.3.9) follows.

Theorem 9.3.2. Let $p \in[1,+\infty]$. Let $F$ be as in (9.3.2) satisfying (9.2.5),
 by (9.1.6). Then $f_{F}$ is convex and lower semicontinuous, and (9.3.1) holds.

Conversely, given $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex and lower semicontinuous, and defined $F$ by (9.3.1) with $f_{F}=f$, it turns out that conditions (9.2.5), (9.2.9), (9.3.3) $\div(9.3 .6),(9.2 .1),(9.2 .2),(9.3 .7), ~(9.3 .8)$ are satisfied by $F$.

Proof. First of all, we prove that the assumptions of Theorem 9.2.5 are fulfilled by the restriction of $F$ to $\mathcal{A}_{0} \times W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right)$.

In fact, besides (9.2.1), (9.2.2), (9.2.5), and (9.2.9), condition (9.2.6) is implied by (9.3.3), condition (9.2.10) by (9.3.6), and conditions (9.2.7) and (9.2.8) by (9.3.4), (9.3.5), (9.3.8), and Proposition 2.6.8. Moreover, (9.2.11) follows from (9.3.7), and Lemma 9.3.1.

Consequently, by Theorem 9.2.5 we infer that $f_{F}$ is convex and lower semicontinuous, and that

$$
\begin{equation*}
F_{-}(\Omega, u)=\int_{\Omega} f_{F}(\nabla u) d x \text { for every }(\Omega, u) \in \mathcal{A}_{0} \times C^{1}\left(\mathbf{R}^{n}\right) \tag{9.3.11}
\end{equation*}
$$

At this point we observe that by (9.3.11) the assumptions of Proposition 8.1.1 are fulfilled with $\mathcal{E}_{0}=\mathcal{A}_{0}, U=W_{\text {loc }}^{1, p}\left(\mathbf{R}^{n}\right)$ endowed with the $W_{\text {loc }}^{1, p}\left(\mathbf{R}^{n}\right)$ topology if $p \in\left[1,+\infty\left[\right.\right.$, or with the $\cap_{q \in] 1,+\infty}\left[W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right)\right.$ one if $p=+\infty, G=F_{-}$, and $H:(\Omega, u) \in \mathcal{A}_{0} \times W_{\mathrm{loc}}^{1, p}\left(\mathbf{R}^{n}\right) \mapsto \int_{\Omega} f_{F}(\nabla u) d x$.

In fact, it is clear that $H$ is translation invariant, convex, and, by Fatou's lemma, also $W_{\text {loc }}^{1, p}\left(\mathbf{R}^{n}\right)$ lower semicontinuous if $p \in[1,+\infty[$, or $\cap_{q \in] 1,+\infty[ } W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right)$ lower semicontinuous if $p=+\infty$. Moreover, by (9.3.7), $G$ too enjoys the same semicontinuity properties.

By Proposition 8.1.1 and Proposition 2.6.4 we thus get that

$$
\begin{equation*}
F_{-}(\Omega, u) \leq \int_{\Omega} f_{F}(\nabla u) d x \text { for every }(\Omega, u) \in \mathcal{A}_{0} \times W_{\operatorname{loc}}^{1, p}\left(\mathbf{R}^{n}\right) \tag{9.3.12}
\end{equation*}
$$

We also note that by (9.3.3), (9.3.4), and (9.3.5) the assumptions of Proposition 2.6.13 are satisfied with $\alpha=F(\cdot, u)$, for fixed $u \in W_{\mathrm{loc}}^{1, p}\left(\mathbf{R}^{n}\right)$. Therefore, by Proposition 2.6 .13 and (9.3.6) we conclude that

$$
\begin{equation*}
F_{-}(\Omega, u) \geq \int_{\Omega} f_{F}(\nabla u) d x \text { for every }(\Omega, u) \in \mathcal{A}_{0} \times W_{\operatorname{loc}}^{1, p}\left(\mathbf{R}^{n}\right) \tag{9.3.13}
\end{equation*}
$$

Finally by (9.3.12), (9.3.13) and (9.3.8) equality (9.3.1) follows.
The second part of the theorem follows from a direct verification, and by using also Fatou's lemma.

As corollaries, we deduce from Theorem 9.3.2 the results below.
Theorem 9.3.3. Let $p \in[1,+\infty]$. Let $F$ be as in (9.3.2) satisfying (9.2.5), (9.2.9), (9.3.3) $\div(9.3 .6),(9.2 .13),(9.3 .7),(9.3 .8)$, and let $f_{F}$ be given by (9.1.6). Then $f_{F}$ is convex and lower semicontinuous, and (9.3.1) holds.

Conversely, given $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex and lower semicontinuous, and defined $F$ by (9.3.1) with $f_{F}=f$, it turns out that conditions (9.2.5), (9.2.9), (9.3.3) $\div(9.3 .6),(9.2 .13),(9.3 .7),(9.3 .8)$ are satisfied by $F$.

Proof. Follows the same outlines of the one of Theorem 9.3.2, using Theorem 9.2.8 in place of Theorem 9.2.5.

Theorem 9.3.4. Let $p \in[1,+\infty]$. Let $F$ be as in (9.3.2) satisfying (9.2.5), (9.2.9), (9.3.3) $\div(9.3 .6)$, (9.2.2), (9.3.7), (9.3.8), (9.2.3), and let $f_{F}$ be given by (9.1.6). Then $f_{F}$ is convex and lower semicontinuous, and (9.3.1) holds.

Conversely, given $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex and lower semicontinuous, and defined $F$ by (9.3.1) with $f_{F}=f$, it turns out that conditions (9.2.5), (9.2.9), (9.3.3) $\div(9.3 .6),(9.2 .2),(9.3 .7),(9.3 .8),(9.2 .3)$ are satisfied by $F$.

Proof. Follows from Theorem 9.3.2, once we observe that (9.2.3), and (9.3.7) imply (9.2.1).

Again from Theorem 9.3.2 we infer the following result under the assumption that

$$
\begin{align*}
& \text { for every } \Omega \in \mathcal{A}_{0}, F(\Omega, \cdot) \text { is }  \tag{9.3.14}\\
& \text { weak- } W^{1, p}(\Omega) \text {-lower semicontinuous if } p \in[1,+\infty[ \\
& \text { weak }{ }^{*}-W^{1, \infty}(\Omega) \text {-lower semicontinuous if } p=+\infty
\end{align*}
$$

Theorem 9.3.5. Let $p \in[1,+\infty]$. Let $F$ be as in (9.3.2) satisfying (9.2.5), (9.2.9), (9.3.3) $\div(9.3 .6)$, (9.3.8), (9.3.14), (9.2.3), and let $f_{F}$ be given by (9.1.6). Then $f_{F}$ is convex and lower semicontinuous, and (9.3.1) holds.

Conversely, given $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex and lower semicontinuous, and defined $F$ by (9.3.1) with $f_{F}=f$, it turns out that conditions (9.2.5), (9.2.9), (9.3.3) $\div(9.3 .6),(9.3 .8),(9.3 .14),(9.2 .3)$ are satisfied by $F$.

Proof. Follows from Theorem 9.3.3, once we observe that (9.3.14) imply (9.3.7), and that (9.2.3) and (9.3.14) imply (9.2.13).

In order to prove additional new characterizations, we now introduce the following conditions

$$
\begin{equation*}
\text { there exist } z_{0} \in \operatorname{dom} f_{F}, r_{0}>0 \tag{9.3.15}
\end{equation*}
$$

and a Radon positive measure $\mu$ on $\mathbf{R}^{n}$ such that

$$
F(\Omega, u) \leq \mu(\Omega) \text { whenever } \Omega \in \mathcal{A}_{0}, u \in P A\left(\mathbf{R}^{n}\right)
$$

with $\nabla u(x) \in \operatorname{dom} f_{F}$ for a.e. $x \in \Omega$ and $\left\|u-u_{z_{0}}\right\|_{W^{1, \infty}(\Omega)}<r_{0}$,
(9.3.16) for every $\Omega \in \mathcal{A}_{0}$ the restriction of $F(\Omega, \cdot)$ to $P A\left(\mathbf{R}^{n}\right)$ is convex,

$$
\begin{equation*}
\text { for every } \Omega \in \mathcal{A}_{0} \text { the restriction of } \tag{9.3.17}
\end{equation*}
$$

$$
F(\Omega, \cdot) \text { to } W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right) \text { is } W^{1, \infty}(\Omega) \text {-lower semicontinuous. }
$$

Proposition 9.3.6. Let $F$ be as in (9.3.2) satisfying (9.2.5), (9.1.2), (9.1.3), (9.3.15), (9.2.7), (9.2.8), (9.3.16), (9.3.17). Then (9.2.1) holds.

Proof. Let $\Omega, u,\left\{u_{h}\right\}$ with $u_{h}=\sum_{j=1}^{m_{h}}\left(u_{z_{j}^{h}}+s_{j}^{h}\right) \chi_{P_{j}^{h}}$ for every $h \in \mathbf{N}$, be as in (9.2.1), $f_{F}$ be given by (9.1.6), and observe that (9.3.16) obviously implies the convexity of $f_{F}$.

Let us first prove that (9.2.1) holds if there exists $\bar{x} \in \Omega$ such that $\nabla u(\bar{x}) \notin \operatorname{dom} f_{F}$.

In this case, by taking into account the continuity of $\nabla u$, there exist a neighborhood $I$ of $\bar{x}$ in $\Omega$ and $r>0$ such that $\operatorname{dist}\left(\nabla u(x), \operatorname{dom} f_{F}\right)>$ $r$ for every $x \in I$. Therefore, for every $h \in \mathbf{N}$ large enough, we have
that $\nabla u_{h}(x) \notin \operatorname{dom} f_{F}$ for a.e. $x \in I$ and hence that there exists $j_{h} \in$ $\left\{1, \ldots, m_{h}\right\}$ with $\Omega \cap \operatorname{int}\left(P_{j_{h}}^{h}\right) \neq \emptyset$ and $z_{j_{h}}^{h} \notin \operatorname{dom} f_{F}$.

Because of this, and (9.1.8) of Proposition 9.1.1 applied to the restriction of $F$ to $\mathcal{A}_{0} \times W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$, it then results that $F\left(\Omega \cap \operatorname{int}\left(P_{j_{h}}^{h}\right), u_{z_{j_{h}}}\right)=$ $+\infty$, and hence, by (9.2.7), (9.2.5), and Lemma 9.3.1, that

$$
\begin{gathered}
\limsup _{h \rightarrow+\infty} F\left(\Omega \cap \cup_{j=1}^{m_{h}} \operatorname{int}\left(P_{j}^{h}\right), u_{h}\right) \geq \liminf _{h \rightarrow+\infty} \sum_{j=1}^{m_{h}} F\left(\Omega \cap \operatorname{int}\left(P_{j}^{h}\right), u_{h}\right)= \\
=\liminf _{h \rightarrow+\infty} \sum_{j=1}^{m_{h}} F\left(\Omega \cap \operatorname{int}\left(P_{j}^{h}\right), u_{z_{j}^{h}}+s_{j}^{h}\right) \geq \liminf _{h \rightarrow+\infty} F\left(\Omega \cap \operatorname{int}\left(P_{j_{h}}^{h}\right), u_{z_{j_{h}}^{h}}\right)=+\infty,
\end{gathered}
$$

from which condition (9.2.1) trivially follows.
Let us now prove that (9.2.1) holds if $\nabla u(x) \in \overline{\operatorname{dom} f_{F}}$ for every $x \in \Omega$.
To do this we first observe that it suffices to consider the case in which $z_{0}$ in (9.3.15) is equal to 0 , and hence $\operatorname{aff}\left(\operatorname{dom} f_{F}\right)$ is a vector subspace of $\mathbf{R}^{n}$, being possible to reduce the general case to this one by considering the functional $F\left(\cdot, u_{z_{0}}+\cdot\right)$. Moreover, again by the same argument, the convexity of $f_{F}$, and possibly taking $r_{0}$ in (9.3.15) sufficiently small, it is not restrictive to assume that

$$
\begin{equation*}
0 \in \operatorname{ri}\left(\operatorname{dom} f_{F}\right), \quad \operatorname{dist}\left(0, \operatorname{rb}\left(\operatorname{dom} f_{F}\right)\right)<r_{0} . \tag{9.3.18}
\end{equation*}
$$

As usual, it is not restrictive to assume that the limit $\lim _{h \rightarrow+\infty} F(\Omega \backslash$ $\left.B_{u_{h}}, u_{h}\right)$ exists and is finite, so that it results

$$
\begin{equation*}
\nabla u_{h} \in \operatorname{dom} f_{F} \text { for a.e. } x \in \Omega \text { and every } h \in \mathbf{N} \text {. } \tag{9.3.19}
\end{equation*}
$$

Let $t \in] 0,1\left[\right.$, and recall that $f_{F}$, being convex, is continuous in ri $\left(\operatorname{dom} f_{F}\right)$. Therefore, by (9.3.18), the convexity of $\operatorname{dom} f_{F}$, and our assumptions on $u$ we deduce the existence of a neighborhood $A_{t}$ of $\bar{\Omega}$, and $M_{t}>0$ such that

$$
\begin{equation*}
f_{F}(t(2-t) \nabla u(x)) \leq M_{t} \text { for every } x \in A_{t} . \tag{9.3.20}
\end{equation*}
$$

Let $\mu, r_{0}$ be given by (9.3.15), $\bar{x}_{1}, \ldots, \bar{x}_{2^{n}}$ be the vertices of $Q_{2}(0)$, and, for every $r>0$, let us take a sequence $\left\{Q_{r}\left(x_{i}^{r}\right)\right\}_{i \in \mathbf{N}}$ of pairwise disjoint cubes such that $\mathcal{L}^{n}\left(\mathbf{R}^{n} \backslash \cup_{j=1}^{\infty} Q_{r}\left(x_{i}^{r}\right)\right)=0$.

For every $h \in \mathbf{N}$, we take $\left.r_{h} \in\right] 0,1 / h[$, and observe that it is not restrictive to assume that $Q_{r_{h}}\left(x_{i}^{r_{h}}\right) \cap \bar{\Omega} \cap B_{u_{h}} \neq \emptyset$ if and only if $i \in\left\{1, \ldots, n_{h}\right\}$. Moreover, we set for every $i \in \mathbf{N}, k \in\left\{1, \ldots, 2^{n}\right\}, y_{i}^{h, k}=x_{i}^{r_{h}}+\frac{r_{h}}{3} \bar{x}_{k}$, and $z_{i}^{h, k}=\nabla u\left(y_{i}^{h, k}\right)$. Then, by taking into account the continuity of $\nabla u,\left\{r_{h}\right\}$ can be chosen so that

$$
\begin{equation*}
\lim _{h \rightarrow+\infty} n_{h} r_{h}^{n}=0 \tag{9.3.21}
\end{equation*}
$$ $\bar{\Omega} \cap B_{u_{h}} \subseteq \cup_{i=1}^{n_{h}} \cup_{k=1}^{2^{n}} Q_{r_{h}}\left(y_{i}^{h, k}\right)$ for every $h \in \mathbf{N}$,

$$
\begin{equation*}
\left\|u-T\left[-y_{i}^{h, k}\right] u_{z_{i}^{h, k}}-u\left(y_{i}^{h, k}\right)\right\|_{W^{1, \infty}\left(Q_{r_{h}}\left(y_{i}^{h, k}\right)\right)}<\frac{(1-t) r_{0}}{3 t^{2}(2-t)} \tag{9.3.23}
\end{equation*}
$$

for every $h \in \mathbf{N}, i \in\left\{1, \ldots, n_{h}\right\}, k \in\left\{1, \ldots, 2^{n}\right\}$,

$$
\begin{align*}
& \sum_{i=1}^{n_{h}} \sum_{k=1}^{2^{n}} \mu\left(\Omega \cap Q_{r_{h}}\left(y_{i}^{h, k}\right)\right)=\sum_{k=1}^{2^{n}} \sum_{i=1}^{n_{h}} \mu\left(\Omega \cap Q_{r_{h}}\left(x_{i}^{h}+\frac{r_{h}}{3} \bar{x}_{k}\right)\right) \leq  \tag{9.3.24}\\
& \quad \leq \sum_{k=1}^{2^{n}} \mu\left(\Omega \cap \cup_{i=1}^{n_{h}} Q_{r_{h}}\left(x_{i}^{h}+\frac{r_{h}}{3} \bar{x}_{k}\right)\right) \leq 2^{n} \mu(\Omega)
\end{align*}
$$

for every $h \in \mathbf{N}$ sufficiently large.
Then, by (9.3.22) and (9.2.8) we have that

$$
\begin{equation*}
F\left(\Omega, t u_{h}\right) \leq \tag{9.3.25}
\end{equation*}
$$

$$
\leq F\left(\Omega \backslash B_{u_{h}}, t u_{h}\right)+F\left(\Omega \cap\left(\cup_{i=1}^{n_{h}} \cup_{k=1}^{2^{n}} Q_{r_{h}}\left(y_{i}^{h, k}\right)\right), t u_{h}\right) \leq
$$

$$
\leq F\left(\Omega \backslash B_{u_{h}}, t u_{h}\right)+\sum_{i=1}^{n_{h}} \sum_{k=1}^{2^{n}} F\left(\Omega \cap Q_{r_{h}}\left(y_{i}^{h, k}\right), t u_{h}\right) \text { for every } h \in \mathbf{N} .
$$

Let us fix now $h \in \mathbf{N}, i \in 1, \ldots, n_{h}$, and $k \in 1, \ldots, 2^{n}$. Then by (9.3.16), and (9.1.7) of Proposition 9.1.1 applied to the restriction of $F$ to $\mathcal{A}_{0} \times W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$, we obtain

$$
\begin{equation*}
F\left(\Omega \cap Q_{r_{h}}\left(y_{i}^{h, k}\right), t u_{h}\right)= \tag{9.3.26}
\end{equation*}
$$

$$
=F\left(\Omega \cap Q_{r_{h}}\left(y_{i}^{h, k}\right), t^{2}(2-t)\left(T\left[-y_{i}^{h, k}\right] u_{z_{i}^{h, k}}+u\left(y_{i}^{h, k}\right)\right)+\right.
$$

$$
\left.+(1-t) \frac{t u_{h}-t^{2}(2-t)\left(T\left[-y_{i}^{h, k}\right] u_{z_{i}^{h, k}}+u\left(y_{i}^{h, k}\right)\right)}{1-t}\right) \leq
$$

$$
\leq t F\left(\Omega \cap Q_{r_{h}}\left(y_{i}^{h, k}\right), t(2-t)\left(T\left[-y_{i}^{h, k}\right] u_{z_{i}^{h, k}}+u\left(y_{i}^{h, k}\right)\right)\right)+
$$

$$
+(1-t) F\left(\Omega \cap Q_{r_{h}}\left(y_{i}^{h, k}\right), \frac{t u_{h}-t^{2}(2-t)\left(T\left[-y_{i}^{h, k}\right] u_{z_{i}^{h, k}}+u\left(y_{i}^{h, k}\right)\right)}{1-t}\right) \leq
$$

$$
\leq t r_{h}^{n} f_{F}\left(t(2-t) z_{i}^{h, k}\right)+
$$

$$
+(1-t) F\left(\Omega \cap Q_{r_{h}}\left(y_{i}^{h, k}\right), \frac{t u_{h}-t^{2}(2-t)\left(T\left[-y_{i}^{h, k}\right] u_{z_{i}^{h, k}}+u\left(y_{i}^{h, k}\right)\right)}{1-t}\right)
$$

In order to treat the last term in (9.3.26), we observe that by (9.3.23) we have
(9.3.27) $\left\|\frac{t u_{h}-t^{2}(2-t)\left(T\left[-y_{i}^{h, k}\right] u_{z_{i}^{h, k}}+u\left(y_{i}^{h, k}\right)\right)}{1-t}\right\|_{W^{1, \infty}\left(\Omega \cap Q_{r_{h}}\left(y_{i}^{h, k}\right)\right)} \leq$

$$
\begin{gathered}
\leq \frac{t}{1-t}\left(\left\|u_{h}-u\right\|_{W^{1, \infty}(\Omega)}+(1-t)^{2}\|u\|_{W^{1, \infty}(\Omega)}+\right. \\
+t(2-t)\left\|u-\left(T\left[-y_{i}^{h, k}\right] u_{z_{i}^{h, k}}+u\left(y_{i}^{h, k}\right)\right)\right\|_{\left.W^{1, \infty}\left(Q_{r_{h}}\left(y_{i}^{h, k}\right)\right)\right)} \leq \\
\leq \frac{t}{1-t}\left\|u_{h}-u\right\|_{W^{1, \infty}(\Omega)}+(1-t)^{2}\|u\|_{W^{1, \infty}(\Omega)}+\frac{r_{0}}{3}<r_{0}
\end{gathered}
$$

provided $h$ is large enough.
Therefore, by (9.3.19), our assumptions on $u$, (9.3.27), and (9.3.18), we infer that $\frac{t}{1-t}\left(\nabla u_{h}-t(2-t) z_{i}^{h, k}\right) \in \operatorname{ri}\left(\operatorname{dom} f_{F}\right)$ a.e. in $\Omega \cap Q_{r_{h}}\left(y_{i}^{h, k}\right)$, for every $h \in \mathbf{N}$ large enough. Consequently, by (9.3.27) and (9.3.15) (recall that $z_{0}=0$ ), we obtain that
(9.3.28) $F\left(\Omega \cap Q_{r_{h}}\left(y_{i}^{h, k}\right), \frac{t u_{h}-t^{2}(2-t)\left(T\left[-y_{i}^{h, k}\right] u_{z_{i}^{h, k}}+u\left(y_{i}^{h, k}\right)\right)}{1-t}\right) \leq$

$$
\leq \mu\left(\Omega \cap Q_{r_{h}}\left(y_{i}^{h, k}\right)\right)
$$

for every $h \in \mathbf{N}$ large enough, $i \in\left\{1, \ldots, n_{h}\right\}, k \in\left\{1, \ldots, 2^{n}\right\}$.
In conclusion, by (9.3.25), (9.3.26), (9.3.20), (9.3.28), (9.3.24), (9.3.16), and (9.1.7) of Proposition 9.1.1 applied to the restriction of $F$ to $\mathcal{A}_{0} \times$ $W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$, we obtain

$$
\begin{equation*}
F\left(\Omega, t u_{h}\right) \leq \tag{9.3.29}
\end{equation*}
$$

$$
\begin{aligned}
& \leq F\left(\Omega \backslash B_{u_{h}}, t u_{h}\right)+2^{n} n_{h} r_{h}^{n} M_{t}+(1-t) \sum_{k=1}^{2^{n}} \sum_{i=1}^{n_{h}} \mu\left(\Omega \cap Q_{r_{h}}\left(y_{i}^{h, k}\right)\right) \leq \\
& \leq F\left(\Omega \backslash B_{u_{h}}, u_{h}\right)+(1-t) F(\Omega, 0)+2^{n} n_{h} r_{h}^{n} M_{t}+(1-t) 2^{n} \mu(\Omega) \leq \\
& \leq F\left(\Omega \backslash B_{u_{h}}, u_{h}\right)+(1-t) \mathcal{L}^{n}(\bar{\Omega}) f_{F}(0)+2^{n} n_{h} r_{h}^{n} M_{t}+(1-t) 2^{n} \mu(\Omega)
\end{aligned}
$$

for every $h \in \mathbf{N}$ large enough.

Therefore, by using (9.3.17) and (9.3.21), we infer by (9.3.29) as $h$ diverges that

$$
\begin{gather*}
F(\Omega, t u) \leq \liminf _{h \rightarrow+\infty} F\left(\Omega, t u_{h}\right) \leq  \tag{9.3.30}\\
\leq \limsup _{h \rightarrow+\infty} F\left(\Omega \backslash B_{u_{h}}, u_{h}\right)+(1-t) \mathcal{L}^{n}(\bar{\Omega}) f_{F}(0)+(1-t) 2^{n} \mu(\Omega)
\end{gather*}
$$

for every $t$ sufficiently close to 1 .
As $t$ increases to 1 , condition (9.2.1) follows from (9.3.30), (9.3.17), and (9.3.18).

By using the above result, we are able to prove the following characterizations.

Theorem 9.3.7. Let $p \in[1,+\infty]$. Let $F$ be as in (9.3.2) satisfying (9.2.5), (9.2.9), (9.3.3) $\div(9.3 .8)$, (9.3.15), (9.3.16), and let $f_{F}$ be given by (9.1.6). Then $f_{F}$ is convex and lower semicontinuous, and (9.3.1) holds.

Conversely, given $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex and lower semicontinuous, and defined $F$ by (9.3.1) with $f_{F}=f$, it turns out that conditions (9.2.5), (9.2.9), (9.3.3) $\div(9.3 .8),(9.3 .15),(9.3 .16)$ are satisfied by $F$.

Proof. The proof follows from Theorem 9.3.2, once we verify that assumptions (9.2.1) and (9.2.2) are fulfilled.

Assumption (9.2.2) is trivially implied by (9.3.16), whilst (9.2.1) comes from Proposition 9.3.6. Therefore, to complete the proof, we only have to verify that the assumptions of Proposition 9.3.6 are fulfilled.

To do this we observe that (9.1.2) follows from (9.2.5) and (9.2.9), (9.1.3) from (9.3.3), (9.2.7) and (9.2.8) from (9.3.4), (9.3.5), (9.3.8) and Proposition 2.6.8, and finally (9.3.17) from (9.3.7).

Because of this, Proposition 9.3.6 applies, and the proof follows.
Theorem 9.3.8. Let $p \in] 1,+\infty]$. Let $F$ be as in (9.3.2), and $f_{F}$ be given by (9.1.6). Assume that (9.2.5), (9.3.7), (9.3.8), (9.3.15) hold, and that

$$
\begin{equation*}
F \text { is translation invariant, } \tag{9.3.31}
\end{equation*}
$$

$$
\begin{equation*}
\text { for every } u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right), F(\cdot, u) \text { is increasing, } \tag{9.3.32}
\end{equation*}
$$

weakly subadditive, and weakly superadditive,
(9.3.33) $\limsup _{r \rightarrow 0^{+}} \frac{1}{r^{n}} F\left(Q_{r}\left(x_{0}\right), u\right) \geq F\left(Q_{1}\left(x_{0}\right), u\left(x_{0}\right)+D u\left(x_{0}\right) \cdot\left(\cdot-x_{0}\right)\right)$
for every $u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$, and a.e. $x_{0} \in \mathbf{R}^{n}$,

Then $f_{F}$ is convex and lower semicontinuous, and (9.3.1) holds.
Conversely, given $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex and lower semicontinuous, and defined $F$ by (9.3.1) with $f_{F}=f$, it turns out that conditions (9.2.5), (9.3.7), (9.3.8), (9.3.15), (9.3.31) $\div(9.3 .34)$ are satisfied by $F$.

Proof. It is easy to verify that the assumptions of Theorem 9.3 .7 with $p=+\infty$ are fulfilled. Consequently, we get that $f_{F}$ is convex and lower semicontinuous, and that

$$
\begin{equation*}
F(\Omega, u)=\int_{\Omega} f_{F}(D u) d x \text { for every }(\Omega, u) \in \mathcal{A}_{0} \times W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right) . \tag{9.3.35}
\end{equation*}
$$

If $p<+\infty$, the assumptions of Theorem 8.1.2 with $\mathcal{E}_{0}=\mathcal{E}=\mathcal{A}_{0}$, $U=W_{\text {loc }}^{1, p}\left(\mathbf{R}^{n}\right)$ endowed with the $U=W_{\text {loc }}^{1, p}\left(\mathbf{R}^{n}\right)$ topology, $G=F_{-}$, and $H:(\Omega, u) \in \mathcal{A}_{0} \times W_{\text {loc }}^{1, p}\left(\mathbf{R}^{n}\right) \mapsto \int_{\Omega} f_{F}(\nabla u) d x$ are trivially fulfilled by using (9.3.35), Proposition 2.6.4, and Fatou's lemma.

Therefore, by Theorem 8.1.2 and (9.3.8), the proof follows.

## §9.4 Representation on $B V$ Spaces

In the present section we want to prove some characterization results in the same order of ideas of the ones of $\S 9.3$, but for functionals $F$ defined on $\mathcal{A}_{0} \times B V_{\text {loc }}\left(\mathbf{R}^{n}\right)$. We look for necessary and sufficient conditions to impose on $F$ so that it can be expressed by means of an integral of the calculus of variations of the same kind of those considered in $\S 9.3$.

As already observed in the previous chapters, the natural extension to $B V$ spaces of an integral of the type $\int_{\Omega} f_{F}(\nabla u) d x$ is given by the GoffmanSerrin formula, hence we look for an integral representation result of the type

$$
\begin{gather*}
F(\Omega, u)=\int_{\Omega} f_{F}(\nabla u) d x+\int_{\Omega} f_{F}^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|  \tag{9.4.1}\\
\text { for every }(\Omega, u) \in \mathcal{A}_{0} \times B V_{\mathrm{loc}}\left(\mathbf{R}^{n}\right),
\end{gather*}
$$

$f_{F}$ being a convex and lower semicontinuous function from $\mathbf{R}^{n}$ to $[0,+\infty]$, and $f_{F}^{\infty}$ its recession function.

Let

$$
\begin{equation*}
F:(\Omega, u) \in \mathcal{A}_{0} \times B V_{\mathrm{loc}}\left(\mathbf{R}^{n}\right) \mapsto F(\Omega, u) \in[0,+\infty], \tag{9.4.2}
\end{equation*}
$$

and define $f_{F}$ by (9.1.6).

Having in mind the results of the previous section, we introduce the following conditions
for every $u \in B V_{\text {loc }}\left(\mathbf{R}^{n}\right), F(\cdot, u)$ is increasing,
(9.4.4) for every $u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right), F(\cdot, u)$ is weakly superadditive,
for every $u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right), F(\cdot, u)$ is weakly subadditive,

$$
\begin{gather*}
\text { for every } \Omega \in \mathcal{A}_{0}  \tag{9.4.6}\\
F(\Omega, \cdot) \text { is weak }{ }^{*}-B V(\Omega) \text {-lower semicontinuous, }
\end{gather*}
$$

$$
\begin{equation*}
\text { for every } u \in B V_{\text {loc }}\left(\mathbf{R}^{n}\right), F(\cdot, u) \text { is inner regular. } \tag{9.4.7}
\end{equation*}
$$

Let us observe that, in spite of the results of $\S 9.3$, in general conditions like those assumed in the representation results of the previous section written, if necessary, with $B V_{\text {loc }}\left(\mathbf{R}^{n}\right)$ in place of $W_{\text {loc }}^{1, p}\left(\mathbf{R}^{n}\right)$ are not sufficient in order to characterize the functionals that can be represented as in (9.4.1), as it is shown in the example below. Roughly speaking this is due to the fact that, in general, functionals on $B V_{\text {loc }}\left(\mathbf{R}^{n}\right)$ need not be determined by their values on smooth functions, contrarily to what happens in the case of functionals on Sobolev spaces.

Example 9.4.1. Let $n=1, U, G$ and $H$ be as in Example 8.1.3, and set $F=H$. Then $F$ satisfies conditions (9.2.5), (9.2.9), (9.3.3) $\div(9.3 .5),(9.2 .1)$, (9.2.2), (9.3.8), (9.2.13), (9.2.3), (9.3.15), (9.3.16), (9.3.31), (9.3.33), (9.4.3), (9.4.6), and (9.4.7) written, where necessary, with $B V_{\text {loc }}(\mathbf{R})$ in place of $W_{\text {loc }}^{1, p}(\mathbf{R})$.

This notwithstanding, $F$ cannot be represented for any bounded interval $\Omega$, as in (9.4.1) for some $f_{F}$, otherwise it would be $f_{F}(z)=|z|^{2}$ for every $z \in \mathbf{R}$, and therefore $F$ would agree with $G$ on $B V_{\text {loc }}(\mathbf{R})$.

Theorem 9.4.2. Let $F$ be as in (9.4.2) satisfying (9.2.5), (9.3.31), (9.4.3) $\div$ (9.4.5), (9.2.10), (9.2.1), (9.4.6), (9.3.34), (9.4.7), and let $f_{F}$ be given by (9.1.6). Then $f_{F}$ is convex and lower semicontinuous, and (9.4.1) holds.

Conversely, given $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex and lower semicontinuous, and defined $F$ by (9.4.1) with $f_{F}=f$, it turns out that conditions (9.2.5), (9.3.31), (9.4.3) $\div(9.4 .5),(9.2 .10),(9.2 .1), ~(9.4 .6), ~(9.3 .34), ~(9.4 .7) ~ a r e ~ s a t-~$ isfied by $F$.

Proof. By $(9.2 .1),(9.2 .5),(9.4 .3) \div(9.4 .5),(9.3 .31),(9.2 .10),(9.2 .1)$, (9.4.6), and Lemma 9.3.1 it follows that the restriction of $F$ to $\mathcal{A}_{0} \times$
$W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right)$ fulfils the assumptions of Corollary 9.2.6, from which we infer that $f_{F}$ is convex and lower semicontinuous, and that

$$
\begin{equation*}
F_{-}(\Omega, u)=\int_{\Omega} f_{F}(\nabla u) d x \text { for every }(\Omega, u) \in \mathcal{A}_{0} \times C^{1}\left(\mathbf{R}^{n}\right) \tag{9.4.8}
\end{equation*}
$$

At this point we observe that by (9.4.7), (9.3.34), (9.4.6), and (9.4.8) the assumptions of Theorem 8.1 .2 with $\mathcal{E}=\mathcal{E}_{0}=\mathcal{A}_{0}, U=B V\left(\mathbf{R}^{n}\right)$ equipped with the weak*-BV( $\left.\mathbf{R}^{n}\right)$ topology, $G=F_{-}$, and $H: u \in B V\left(\mathbf{R}^{n}\right)$ $\mapsto \int_{\Omega} f_{F}(\nabla u) d x+\int_{\Omega} f_{F}^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|$ are satisfied. By Theorem 8.1.2, and again (9.4.7) we thus obtain that

$$
\begin{gathered}
F(\Omega, u)=\int_{\Omega} f_{F}(\nabla u) d x+\int_{\Omega} f_{F}^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| \\
\text { for every }(\Omega, u) \in \mathcal{A}_{0} \times B V\left(\mathbf{R}^{n}\right)
\end{gathered}
$$

In conclusion, let $(\Omega, u) \in \mathcal{A}_{0} \times B V_{\text {loc }}\left(\mathbf{R}^{n}\right)$, and let $B$ be an open ball with $\Omega \subset \subset B$. Then $\chi_{B} u \in B V\left(\mathbf{R}^{n}\right)$ and by using (9.4.6) and an argument similar to the one exploited in the proof of Lemma 9.3.1, we obtain that

$$
\begin{gathered}
F(\Omega, u)=F\left(\Omega, \chi_{B} u\right)= \\
=\int_{\Omega} f_{F}\left(\nabla\left(\chi_{B} u\right)\right) d x+\int_{\Omega} f_{F}^{\infty}\left(\nabla^{\mathrm{s}}\left(\chi_{B} u\right)\right) d\left|D^{\mathrm{s}}\left(\chi_{B} u\right)\right|= \\
=\int_{\Omega} f_{F}(\nabla u) d x+\int_{\Omega} f_{F}^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|
\end{gathered}
$$

from which the first part of the theorem follows.
The second part follows from a direct verification, and by using also Theorem 5.1.4.

Theorem 9.4.3. Let $F$ be as in (9.4.2) satisfying (9.2.5), (9.3.31), (9.4.3) $\div$ (9.4.5), (9.2.10), (9.4.6), (9.3.34), (9.2.3), (9.4.7), and let $f_{F}$ be given by (9.1.6). Then $f_{F}$ is convex and lower semicontinuous, and (9.4.1) holds.

Conversely, given $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex and lower semicontinuous, and defined $F$ by (9.4.1) with $f_{F}=f$, it turns out that conditions (9.2.5), (9.3.31), (9.4.3) $\div(9.4 .5),(9.2 .10),(9.4 .6),(9.3 .34),(9.2 .3),(9.4 .7)$ are satisfied by $F$.

Proof. Follows by Proposition 9.2.2 and Theorem 9.4.2.
Theorem 9.4.4. Let $F$ be as in (9.4.2) satisfying (9.2.5), (9.3.31), (9.4.3) $\div$ (9.4.5), (9.2.10), (9.3.15), (9.4.6), (9.3.34), (9.4.7), and let $f_{F}$ be given by (9.1.6). Then $f_{F}$ is convex and lower semicontinuous, and (9.4.1) holds.

Conversely, given $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex and lower semicontinuous, and defined $F$ by (9.4.1) with $f_{F}=f$, it turns out that conditions (9.2.5),
(9.3.31), (9.4.3) $\div(9.4 .5),(9.2 .10),(9.3 .15),(9.4 .6), ~(9.3 .34), ~(9.4 .7) ~ a r e ~ s a t-~$ isfied by $F$.

Proof. By (9.4.4), (9.4.5), (9.4.7) and Proposition 2.6 .8 it follows that for every $u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right), F(\cdot, u)$ is superadditive and subadditive, from which, together with (9.2.5), (9.3.31), (9.4.3), (9.3.34), and (9.4.6), we conclude that the assumptions of Proposition 9.3.6 are fulfilled.

In conclusion, by Proposition 9.3.6, (9.2.5), (9.3.31), (9.4.3) $\div(9.4 .5)$, (9.2.10), (9.4.6), (9.3.34), and (9.4.7), we obtain that the assumptions of Theorem 9.4.2 hold, and the proof follows from Theorem 9.4.2.

## Chapter 10

## Relaxation of Unbounded Functionals

In this chapter we study some relaxation problems for certain classes of unbounded variational integral functionals, in the framework of both Sobolev and $B V$ spaces, and in the topological setting of $L^{1}$ spaces. We prove that the corresponding relaxed functionals too are integral functionals of the same type.

The results are then applied to relaxation in presence of various types of boundary data.

Problems of this type are treated in [ET, Chapter X], and in [MS2], but limitedly to some specific cases.

Finally, in this chapter we exploit the study on the possible compositions of lower semicontinuous envelope and convex envelope operators carried out in Chapter 1.

## §10.1 Notations and Elementary Properties of Relaxed Functionals in the Neumann Case

Let

$$
\begin{equation*}
f: z \in \mathbf{R}^{n} \mapsto f(z) \in[0,+\infty] \tag{10.1.1}
\end{equation*}
$$

be Borel, and let, for every $\Omega \in \mathcal{A}_{0}, F(\Omega, \cdot)$ be given by

$$
F(\Omega, \cdot): u \in L^{1}(\Omega) \mapsto \begin{cases}\int_{\Omega} f(\nabla u) d x & \text { if } u \in W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right)  \tag{10.1.2}\\ +\infty & \text { if } u \in L^{1}(\Omega) \backslash W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right)\end{cases}
$$

In this section, for $\Omega \in \mathcal{A}_{0}$, we start the study of $\mathrm{sc}^{-}\left(L^{1}(\Omega)\right) F(\Omega, \cdot)$, namely of the relaxed functional in the $L^{1}(\Omega)$ topology of $F(\Omega, \cdot)$. For the sake of simplicity, given $\Omega \in \mathcal{A}_{0}$, we set

$$
\begin{equation*}
\bar{F}(\Omega, \cdot): u \in L^{1}(\Omega) \mapsto \mathrm{sc}^{-}\left(L^{1}(\Omega)\right) F(\Omega, u) \tag{10.1.3}
\end{equation*}
$$

and recall that, by Proposition 3.5.3, it results that (as usual here and in the sequel we assume that $\min \emptyset=+\infty$ )

$$
\begin{gathered}
\bar{F}(\Omega, \cdot): u \in L^{1}(\Omega) \mapsto \\
\min \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nabla u_{h}\right) d x:\left\{u_{h}\right\} \subseteq W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right), u_{h} \rightarrow u \text { in } L^{1}(\Omega)\right\}
\end{gathered}
$$

It is obvious that
(10.1.4) for every $\Omega \in \mathcal{A}_{0}, \bar{F}(\Omega, \cdot)$ is $L^{1}(\Omega)$-lower semicontinuous, and that

$$
\bar{F}(\Omega, u)=\min \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nabla u_{h}\right) d x:\left\{u_{h}\right\} \subseteq W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right)\right.
$$

for every $h \in \mathbf{N} \nabla u_{h}(x) \in \operatorname{dom} f$ for a.e. $x \in \Omega, u_{h} \rightarrow u$ in $\left.L^{1}(\Omega)\right\}$

$$
\text { for every } \Omega \in \mathcal{A}_{0}, u \in L^{1}(\Omega)
$$

It is easy to see that $\bar{F}$ satisfies the following properties
(10.1.5) $\bar{F}(\Omega, u+c)=\bar{F}(\Omega, u)$ for every $\Omega \in \mathcal{A}_{0}, u \in L^{1}(\Omega), c \in \mathbf{R}$,

$$
\begin{equation*}
\bar{F}\left(\Omega-x_{0}, T\left[x_{0}\right] u\right)=\bar{F}(\Omega, u) \tag{10.1.6}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}, u \in L^{1}(\Omega), x_{0} \in \mathbf{R}^{n}$,
(10.1.7) $\bar{F}\left(\Omega, O_{t} u\right)=\frac{1}{t^{n}} \bar{F}(t \Omega, u)$ for every $\Omega \in \mathcal{A}_{0}, t>0, u \in L^{1}(\Omega)$, and

$$
\begin{equation*}
\bar{F}\left(\Omega_{2}, u\right) \leq \bar{F}\left(\Omega_{1}, u\right) \tag{10.1.8}
\end{equation*}
$$

whenever $\Omega_{1}, \Omega_{2} \in \mathcal{A}_{0}$ satisfy $\Omega_{1} \subseteq \Omega_{2}, \mathcal{L}^{n}\left(\Omega_{2} \backslash \Omega_{1}\right)=0, u \in L^{1}\left(\Omega_{2}\right)$.
Moreover we also have that

$$
\begin{equation*}
\bar{F}\left(\Omega_{1}, u\right) \leq \bar{F}\left(\Omega_{2}, u\right) \tag{10.1.9}
\end{equation*}
$$

whenever $\Omega_{1}, \Omega_{2} \in \mathcal{A}_{0}$ satisfy $\Omega_{1} \subseteq \Omega_{2}, u \in L^{1}\left(\Omega_{2}\right)$,

$$
\begin{equation*}
\bar{F}\left(\Omega_{1}, u\right)+\bar{F}\left(\Omega_{2}, u\right) \leq \bar{F}\left(\Omega_{1} \cup \Omega_{2}, u\right) \tag{10.1.10}
\end{equation*}
$$

whenever $\Omega_{1}, \Omega_{2} \in \mathcal{A}_{0}$ are disjoint, $u \in L^{1}\left(\Omega_{1} \cup \Omega_{2}\right)$.
In order to prove additional measure theoretic properties of $\bar{F}$, we need to assume further conditions on $f$. More precisely that
$\operatorname{dom} f$ is convex,

$$
\begin{equation*}
f \text { is locally bounded in } \operatorname{ri}(\operatorname{dom} f), \tag{10.1.12}
\end{equation*}
$$

i.e. for every compact subset $K$ of ri $(\operatorname{dom} f)$ there exists $M_{K}>0$ such that $\sup _{z \in K} f(z) \leq M_{K}$, and that
(10.1.13) for every bounded subset $L$ of $\operatorname{dom} f$ there exists
$z_{L} \in \operatorname{ri}(\operatorname{dom} f)$ such that the function $t \in[0,1] \mapsto f\left((1-t) z_{L}+t z\right)$
is upper semicontinuous at $t=1$ uniformly as $z$ varies in $L$,
i.e. for every $\varepsilon>0$ there exists $t_{\varepsilon}<1$ such that $f\left((1-t) z_{L}+t z\right) \leq f(z)+\varepsilon$ for every $\left.t \in] t_{\varepsilon}, 1\right]$, and $z \in L$.

Remark 10.1.1. Assumption (10.1.13) looks like a sort of uniform radial upper semicontinuity on bounded subsets of $\operatorname{dom} f$. Nevertheless it does not imply in general (10.1.12) (think for example to the case in which $n=2, f\left(z_{1}, z_{2}\right)=\frac{\left|z_{2}\right|}{\left|z_{1}\right|}$ if $\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2} \leq 1$ and $z_{1} z_{2} \neq 0, f\left(z_{1}, z_{2}\right)=0$ if $\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2} \leq 1$ and $z_{1} z_{2}=0, f\left(z_{1}, z_{2}\right)=+\infty$ otherwise in $\mathbf{R}^{2}$, and $z_{L}=(0,0)$ independently of $\left.L\right)$. It is fulfilled if $f$ is finite and continuous in $\mathbf{R}^{n}$, or if there exists $z_{0} \in \operatorname{ri}(\operatorname{dom} f)$ such that the function $t \in[0,1] \mapsto$ $f\left((1-t) z_{0}+t z\right)$ is increasing for every $z$ in $\operatorname{dom} f$.

Lemma 10.1.2. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11), and $\bar{F}$ be given by (10.1.3). Let $A \in \mathcal{A}_{0}$, and $u \in W^{1,1}(A)$ be such that $\bar{F}(A, u)<+\infty$. Then

$$
\begin{equation*}
\nabla u(x) \in \overline{\operatorname{dom} f} \text { for a.e. } x \in A \text {. } \tag{10.1.14}
\end{equation*}
$$

Proof. Since $\bar{F}(A, u)<+\infty$, there exists $\left\{u_{h}\right\} \subseteq W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$ such that $u_{h} \rightarrow u$ in $L^{1}(A)$ and
(10.1.15) $\quad$ for every $h \in \mathbf{N}, \nabla u_{h}(x) \in \operatorname{dom} f$ for a.e. $x \in A$.

We now observe that, being by (10.1.11) $\overline{\operatorname{dom} f}$ closed and convex, there exist two families $\left\{\alpha_{\theta}\right\}_{\theta \in \mathcal{T}} \subseteq \mathbf{R}^{n}$, and $\left\{\beta_{\theta}\right\}_{\theta \in \mathcal{T}} \subseteq \mathbf{R}$ such that $z \in \overline{\operatorname{domf}}$ if and only if $\alpha_{\theta} \cdot z+\beta_{\theta} \geq 0$ for every $\theta \in \mathcal{T}$. Therefore, by (10.1.15) we obtain that

$$
\begin{equation*}
\alpha_{\theta} \cdot \int_{A} \varphi \nabla u_{h} d x+\beta_{\theta} \geq 0 \tag{10.1.16}
\end{equation*}
$$

for every $h \in \mathbf{N}, \theta \in \mathcal{T}$, and every $\varphi \in C_{0}^{1}(A)$ with $\varphi \geq 0, \int_{A} \varphi d x=1$.
By (10.1.16), taking the limit as $h$ diverges, we deduce that

$$
\int_{A} \varphi \nabla u d x \in \overline{\operatorname{dom} f} \text { for every } \varphi \in C_{0}^{1}(A) \text { with } \varphi \geq 0, \int_{A} \varphi d x=1
$$

from which (10.1.14) follows.

## §10.2 Relaxation of Neumann Problems: the Case of Bounded Effective Domain with Nonempty Interior

Let $f$ be a Borel function as in (10.1.1), $F$ be defined by (10.1.2), and $\bar{F}$ by (10.1.3).

The integral representation result for $\bar{F}$ will be proved in some steps, in the first one, that is treated in the present section, we assume that

$$
\begin{equation*}
\operatorname{dom} f \text { is bounded, } \tag{10.2.1}
\end{equation*}
$$

and that

$$
\begin{equation*}
\operatorname{int}(\operatorname{dom} f) \neq \emptyset \tag{10.2.2}
\end{equation*}
$$

It is clear that, by (10.2.1) it results

$$
\begin{equation*}
\bar{F}(\Omega, u)=\inf \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nabla u_{h}\right) d x:\left\{u_{h}\right\} \subseteq W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right),\right. \text { for } \tag{10.2.3}
\end{equation*}
$$

every $h \in \mathbf{N} \nabla u_{h}(x) \in \operatorname{dom} f$ for a.e. $x \in \Omega, u_{h} \rightarrow u$ in weak $\left.{ }^{*}-W^{1, \infty}(\Omega)\right\}$

$$
\text { for every } \Omega \in \mathcal{A}_{0}, u \in L^{1}(\Omega)
$$

Lemma 10.2.1. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13)$, (10.2.1), (10.2.2), and let $\bar{F}$ be given by (10.1.3). Then

$$
\begin{align*}
& \bar{F}_{-}\left(\Omega_{1} \cup \Omega_{2}, u\right) \leq \bar{F}_{-}\left(\Omega_{1}, u\right)+\bar{F}_{-}\left(\Omega_{2}, u\right)  \tag{10.2.4}\\
& \text { whenever } \Omega_{1}, \Omega_{2} \in \mathcal{A}_{0}, u \in L^{1}\left(\Omega_{1} \cup \Omega_{2}\right)
\end{align*}
$$

Proof. Let us preliminarily observe that, by (10.2.1), we can take $L=$ $\operatorname{dom} f$ in (10.1.13), and that it is not restrictive to assume that $z_{\operatorname{dom} f}=0$, otherwise we just have to consider the function $f\left(z_{\operatorname{dom} f}+\cdot\right)$. In particular this, together with (10.2.2), yields

$$
\begin{equation*}
0 \in \operatorname{int}(\operatorname{dom} f) \tag{10.2.5}
\end{equation*}
$$

Let now $\Omega_{1}, \Omega_{2}, u$ be as in (10.2.4), let us fix $A \in \mathcal{A}_{0}$ with $A \subset \subset \Omega$, and observe that there exist $A_{1} \subset \subset \Omega_{1}, A_{2} \subset \subset \Omega_{2}$ such that $A \subset \subset A_{1} \cup A_{2}$. Because of this, in order to prove (10.2.4), it suffices to show that

$$
\begin{equation*}
\bar{F}(A, u) \leq \bar{F}\left(A_{1}, u\right)+\bar{F}\left(A_{2}, u\right) \tag{10.2.6}
\end{equation*}
$$

whenever $A, A_{1}, A_{2} \in \mathcal{A}_{0}$ satisfy $A_{1} \subset \subset \Omega_{1}, A_{2} \subset \subset \Omega_{2}, A \subset \subset A_{1} \cup A_{2}$.
To do this, we can obviously assume that the right-hand side of (10.2.6) is finite so that, by (10.2.1) and (10.2.3), for $i=1,2$ there exists $\left\{u_{h}^{i}\right\} \subseteq$ $W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$ such that $u_{h}^{i} \rightarrow u$ in weak*- $W^{1, \infty}\left(A_{i}\right), \nabla u_{h}^{i}(x) \in \operatorname{dom} f$ for a.e. $x \in A_{i}$ and every $h \in \mathbf{N}$, and

$$
\begin{equation*}
\bar{F}\left(A_{i}, u\right)=\lim _{h \rightarrow+\infty} \int_{A_{i}} f\left(\nabla u_{h}^{i}\right) d x \tag{10.2.7}
\end{equation*}
$$

Let $B_{1} \in \mathcal{A}_{0}$ with $B_{1} \subset \subset A_{1}$ such that $A \subset \subset B_{1} \cup A_{2}$, let $\varphi \in C_{0}^{1}\left(A_{1}\right)$ satisfying
(10.2.8) $0 \leq \varphi \leq 1$ in $\mathbf{R}^{n}, \varphi=1$ in $B_{1},\||\nabla \varphi|\|_{L^{\infty}\left(\mathbf{R}^{n}\right)} \leq \frac{2}{\operatorname{dist}\left(B_{1}, \partial A_{1}\right)}$,
and set, for every $h \in \mathbf{N}, w_{h}=\varphi u_{h}^{1}+(1-\varphi) u_{h}^{2}$. Then $w_{h} \rightarrow u$ in weak ${ }_{-}$ $W^{1, \infty}(A)$, and by (10.2.8), we have that

$$
\begin{gather*}
\bar{F}(A, t u) \leq \liminf _{h \rightarrow+\infty} \int_{A} f\left(t \nabla w_{h}\right) d x \leq  \tag{10.2.9}\\
\leq \limsup _{h \rightarrow+\infty} \int_{A \cap B_{1}} f\left(t \nabla u_{h}^{1}\right) d x+\limsup _{h \rightarrow+\infty} \int_{A_{2}} f\left(t \nabla u_{h}^{2}\right) d x+ \\
+\limsup _{h \rightarrow+\infty} \int_{A \cap\left(A_{1} \backslash B_{1}\right)} f\left(t \nabla w_{h}\right) d x \text { for every } t \in[0,1] .
\end{gather*}
$$

Let us fix now $t \in\left[0,1\left[\right.\right.$. Then, since for every $h \in \mathbf{N} \nabla w_{h}=\varphi \nabla u_{h}^{1}+$ $(1-\varphi) \nabla u_{h}^{2}+\left(u_{h}^{1}-u_{h}^{2}\right) \nabla \varphi$, and $\nabla u_{h}^{i}(x) \in \operatorname{dom} f$ for $i=1,2$ and a.e. $x \in A_{i}$, by (10.1.11) it results that for every $h \in \mathbf{N}, t \varphi(x) \nabla u_{h}^{1}(x)+t(1-$ $\varphi(x)) \nabla u_{h}^{2}(x) \in t \operatorname{dom} f$ for a.e. $x \in A$.

Because of this, once we recall that, by (10.2.5) and (10.1.11), $\overline{t \operatorname{dom} f} \subseteq$ $\operatorname{int}(\operatorname{dom} f)$, and that $u_{h}^{i} \rightarrow u$ in $L^{\infty}(A)$ for $i=1$, 2 , we obtain that there exist a compact subset $K_{t}$ of $\operatorname{int}(\operatorname{dom} f)$ (depending only on $t$ ), and $h_{t, A_{1}, B_{1}} \in \mathbf{N}$ (depending on $t, A_{1}$, and $B_{1}$ ) such that for every $h \geq h_{t, A_{1}, B_{1}}$, $t \nabla w_{h}(x) \in K_{t}$ for a.e. $x \in A$.

This, together with (10.1.12), yields that
there exist $M_{t}>0$, and $h_{t, A_{1}, B_{1}} \in \mathbf{N}$ such that
for every $h \geq h_{t, A_{1}, B_{1}} f\left(t \nabla w_{h}(x)\right) \leq M_{t}$ for a.e. $x \in A$.
We now fix $\varepsilon>0$. Then, by (10.1.13) we obtain the existence of $t_{\varepsilon} \in[0,1[$ such that

$$
\begin{gather*}
\int_{A_{1}} f\left(t \nabla u_{h}^{1}\right) d x \leq \int_{A_{1}} f\left(\nabla u_{h}^{1}\right) d x+\varepsilon \mathcal{L}^{n}\left(A_{1}\right),  \tag{10.2.11}\\
\int_{A_{2}} f\left(t \nabla u_{h}^{2}\right) d x \leq \int_{A_{2}} f\left(\nabla u_{h}^{2}\right) d x+\varepsilon \mathcal{L}^{n}\left(A_{2}\right) \\
\text { for every } t \in] t_{\varepsilon}, 1[, h \in \mathbf{N},
\end{gather*}
$$

hence by $(10.2 .9) \div(10.2 .11)$, and (10.2.7) we deduce that
(10.2.12) $\quad \bar{F}(A, t u) \leq \limsup _{h \rightarrow+\infty} \int_{A_{1}} f\left(\nabla u_{h}^{1}\right) d x+\limsup _{h \rightarrow+\infty} \int_{A_{2}} f\left(\nabla u_{h}^{2}\right) d x+$
$+\varepsilon\left(\mathcal{L}^{n}\left(A_{1}\right)+\mathcal{L}^{n}\left(A_{2}\right)\right)+M_{t} \mathcal{L}^{n}\left(A \cap\left(A_{1} \backslash B_{1}\right)\right) \leq$
$\leq \bar{F}\left(A_{1}, u\right)+\bar{F}\left(A_{2}, u\right)+\varepsilon\left(\mathcal{L}^{n}\left(A_{1}\right)+\mathcal{L}^{n}\left(A_{2}\right)\right)+M_{t} \mathcal{L}^{n}\left(A \cap\left(A_{1} \backslash B_{1}\right)\right)$
for every $t \in] t_{\varepsilon}, 1[$.
As $B_{1}$ increases to $A_{1}$, and then $t$ tends to $1^{-}$, we deduce from (10.1.4), and (10.2.12) that

$$
\bar{F}(A, u) \leq \liminf _{t \rightarrow 1^{-}} \bar{F}(A, t u) \leq \bar{F}\left(A_{1}, u\right)+\bar{F}\left(A_{2}, u\right)+\varepsilon\left(\mathcal{L}^{n}\left(A_{1}\right)+\mathcal{L}^{n}\left(A_{2}\right)\right)
$$

from which inequality (10.2.6) follows as $\varepsilon$ tends to zero.
Lemma 10.2.2. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13)$, (10.2.1), (10.2.2), and let $\bar{F}$ be given by (10.1.3). Then

$$
\begin{equation*}
\bar{F}_{-}(\Omega, u)=\bar{F}(\Omega, u) \text { for every } \Omega \in \mathcal{A}_{0}, u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right) . \tag{10.2.13}
\end{equation*}
$$

Proof. Let $\Omega, u$ be as in (10.2.13). Then, since $\bar{F}(\cdot, u)$ is increasing in $\Omega$, we immediately have that

$$
\begin{equation*}
\bar{F}_{-}(\Omega, u) \leq \bar{F}(\Omega, u) . \tag{10.2.14}
\end{equation*}
$$

In order to prove the reverse inequality in (10.2.14), we can obviously assume that $\bar{F}_{-}(\Omega, u)<+\infty$, so that $\bar{F}(A, u)<+\infty$ for every $A \in \mathcal{A}_{0}$ with $A \subset \subset \Omega$, and, by Lemma 10.1.2, that

$$
\begin{equation*}
\nabla u(x) \in \overline{\operatorname{dom} f} \text { for a.e. } x \in \Omega . \tag{10.2.15}
\end{equation*}
$$

Let now $A, B \in \mathcal{A}_{0}$ with $A \subset \subset B \subset \subset \Omega$. Then, by (10.2.1) and (10.2.3) there exists $\left\{u_{h}\right\} \subseteq W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$ such that $u_{h} \rightarrow u$ in weak ${ }^{*}$ $W^{1, \infty}(B)$, and

$$
\bar{F}(B, u)=\lim _{h \rightarrow+\infty} \int_{B} f\left(\nabla u_{h}\right) d x .
$$

Let $\varphi \in C_{0}^{1}(B)$ be such that
(10.2.16) $\quad 0 \leq \varphi \leq 1$ in $\mathbf{R}^{n}, \varphi=1$ in $A,\|\mid \nabla \varphi\|_{L^{\infty}\left(\mathbf{R}^{n}\right)} \leq \frac{2}{\operatorname{dist}(A, \partial B)}$,
and define for every $h \in \mathbf{N}, w_{h}=\varphi u_{h}+(1-\varphi) u$. Then obviously $w_{h} \in$ $W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$ for every $h \in \mathbf{N}$, and $w_{h} \rightarrow u$ in weak ${ }^{*}-W^{1, \infty}(\Omega)$.

By (10.2.1), assuming as in Lemma 10.2.1 that $z_{\text {domf }}$ in (10.1.13) relatively to $L=\operatorname{dom} f$ is equal to 0 (and thus getting (10.2.5)), and by using (10.1.11) $\div(10.1 .13),(10.2 .5),(10.2 .15),(10.2 .16)$, and an argument similar to the one employed to get (10.2.10), we obtain that
(10.2.17) for every $t \in\left[0,1\left[\right.\right.$ there exist $M_{t}>0$ and $h_{t, B, A} \in \mathbf{N}$ such that
for every $h \geq h_{t, B, A} f\left(t \nabla w_{h}(x)\right)+f(t \nabla u(x)) \leq M_{t}$ for a.e. $x \in \Omega$, and that for fixed $\varepsilon>0$ there exists $\left.t_{\varepsilon} \in\right] 0,1[$ such that

$$
\begin{align*}
& \int_{B} f\left(t \nabla u_{h}\right) d x \leq \int_{B} f\left(\nabla u_{h}\right) d x+\varepsilon \mathcal{L}^{n}(B)  \tag{10.2.18}\\
& \quad \text { for every } t \in] t_{\varepsilon}, 1[, h \in \mathbf{N} .
\end{align*}
$$

By $(10.2 .16) \div(10.2 .18)$ we conclude that

$$
\begin{equation*}
\bar{F}(\Omega, t u) \leq \liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(t \nabla w_{h}\right) d x \leq \tag{10.2.19}
\end{equation*}
$$

$$
\begin{gathered}
\leq \liminf _{h \rightarrow+\infty} \int_{B} f\left(t \nabla u_{h}\right) d x+\limsup _{h \rightarrow+\infty} \int_{B \backslash A} f\left(t \nabla w_{h}\right) d x+\int_{\Omega \backslash B} f(t \nabla u) d x \leq \\
\leq \limsup _{h \rightarrow+\infty} \int_{B} f\left(\nabla u_{h}\right) d x+\varepsilon \mathcal{L}^{n}(B)+M_{t} \mathcal{L}^{n}(\Omega \backslash A) \leq \\
\left.\leq \bar{F}_{-}(\Omega, u)+\varepsilon \mathcal{L}^{n}(\Omega)+M_{t} \mathcal{L}^{n}(\Omega \backslash A) \text { for every } t \in\right] t_{\varepsilon}, 1[.
\end{gathered}
$$

As $A$ increases to $\Omega$, and then $t$ tends to $1^{-}$, we deduce from (10.1.4), and (10.2.19) that

$$
\begin{equation*}
\bar{F}(\Omega, u) \leq \liminf _{t \rightarrow 1^{-}} \bar{F}(\Omega, t u) \leq \bar{F}_{-}(\Omega, u)+\varepsilon \mathcal{L}^{n}(\Omega), \tag{10.2.20}
\end{equation*}
$$

hence, as $\varepsilon$ tends to zero, by (10.2.20), and (10.2.14) equality (10.2.13) follows.

Lemma 10.2.3. Let $f$ be a Borel function as in (10.1.1), and let $\bar{F}$ be given by (10.1.3). Then

$$
\begin{gathered}
\limsup _{r \rightarrow 0^{+}} \frac{1}{r^{n}} \bar{F}\left(Q_{r}\left(x_{0}\right), u\right) \geq \bar{F}\left(Q_{1}(0), \nabla u\left(x_{0}\right) \cdot(\cdot)\right) \\
\text { for every } u \in W_{\text {loc }}^{1,1}\left(\mathbf{R}^{n}\right), x_{0} \text { a.e. in } \mathbf{R}^{n} .
\end{gathered}
$$

Proof. Let $u \in W_{\text {loc }}^{1,1}\left(\mathbf{R}^{n}\right)$. Then

$$
\begin{gathered}
\int_{Q_{1}(0)}\left|O_{r} T\left[x_{0}\right]\left(u-u\left(x_{0}\right)\right)(x)-\nabla u\left(x_{0}\right) \cdot x\right| d x= \\
=\frac{1}{r^{n+1}} \int_{Q_{r}(0)}\left|u\left(x_{0}+y\right)-u\left(x_{0}\right)-\nabla u\left(x_{0}\right) \cdot y\right| d y \\
\quad \text { for every } x_{0} \in \mathbf{R}^{n}, r>0
\end{gathered}
$$

Consequently, by Theorem 4.3.20, we have that

$$
\begin{align*}
& \lim _{r \rightarrow 0^{+}} \int_{Q_{1}(0)}\left|O_{r} T\left[x_{0}\right]\left(u-u\left(x_{0}\right)\right)(x)-\nabla u\left(x_{0}\right) \cdot x\right| d x=0  \tag{10.2.21}\\
& \text { for a.e. } x_{0} \in \mathbf{R}^{n}
\end{align*}
$$

We now observe that, by Lebesgue Differentiation Theorem,

$$
\begin{align*}
& \lim _{r \rightarrow 0^{+}} \int_{Q_{1}(0)}\left|\nabla\left(O_{r} T\left[x_{0}\right]\left(u-u\left(x_{0}\right)\right)\right)-\nabla u\left(x_{0}\right)\right| d x=0  \tag{10.2.22}\\
& \text { for a.e. } x_{0} \in \mathbf{R}^{n},
\end{align*}
$$

therefore, by (10.2.21) and (10.2.22), we get that

$$
\begin{equation*}
O_{r} T\left[x_{0}\right]\left(u-u\left(x_{0}\right)\right) \rightarrow \nabla u\left(x_{0}\right) \cdot(\cdot) \text { in } W^{1,1}\left(Q_{1}(0)\right) \text { as } r \rightarrow 0^{+} \tag{10.2.23}
\end{equation*}
$$

$$
\text { for a.e. } x_{0} \in \mathbf{R}^{n} \text {. }
$$

By (10.2.23), (10.1.4), (10.1.7), and (10.1.5) we thus obtain that

$$
\begin{gathered}
\bar{F}\left(Q_{1}(0), \nabla u\left(x_{0}\right) \cdot(\cdot)\right) \leq \\
\leq \liminf _{r \rightarrow 0^{+}} \bar{F}\left(Q_{1}(0), O_{r} T\left[x_{0}\right]\left(u-u\left(x_{0}\right)\right)\right)=\limsup _{r \rightarrow 0^{+}} \frac{1}{r^{n}} \bar{F}\left(Q_{r}\left(x_{0}\right), u\right),
\end{gathered}
$$

which proves the lemma.
We are now in a position to prove a first integral representation result for $\bar{F}$.

Theorem 10.2.4. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13),(10.2 .1),(10.2 .2)$, and let $\bar{F}$ be given by (10.1.3). Then there exists $\phi_{f}: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex and lower semicontinuous such that

$$
\bar{F}(\Omega, u)=\int_{\Omega} \phi_{f}(\nabla u) d x \text { for every } \Omega \in \mathcal{A}_{0}, u \in W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right)
$$

Proof. By (10.1.5), (10.1.6), (10.1.9), (10.1.10), Lemma 10.2.1, Lemma 10.2.3, Lemma 10.2.2, (10.1.8), and (10.1.4) we get that the assumptions of Theorem 9.3 .5 with $p=+\infty$ are fulfilled by the restrictions to $W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$ of the functionals $\bar{F}(\Omega, \cdot), \Omega \in \mathcal{A}_{0}$. Thus the proof follows from Theorem 9.3.4.

In the following result we specify the function $\phi_{f}$ in Theorem 10.2.4.
Proposition 10.2.5. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13),(10.2 .1),(10.2 .2)$, and let $\phi_{f}$ the one appearing in Theorem 10.2.4. Then $\phi_{f}=f^{* *}$.

Proof. Since $f \geq f^{* *}$ we immediately deduce from Theorem 10.2.4, by the convexity and the lower semicontinuity of $f^{* *}$, and by Theorem 7.4.6 that $\phi_{f} \geq f^{* *}$.

On the other side it is clear that $\phi_{f} \leq f$. Therefore, by using the properties of $\phi_{f}$, and (1.3.3), we obtain that $\phi_{f} \leq f^{* *}$, and the proof.

## §10.3 Relaxation of Neumann Problems: the Case of Bounded Effective Domain with Empty Interior

We now want to consider the case in which assumption (10.2.2) is dropped.
For every $k \in\{1, \ldots, n\}$, we denote by $0_{k}$ the origin of $\mathbf{R}^{k}$, and, for every open set $A$ of $\mathbf{R}^{k}$ and $u$ in $L^{1}(A)$, by $\tilde{u}$ the function on $A \times \mathbf{R}^{n-k}$ defined by $\tilde{u}: x=\left(x_{1}, \ldots, x_{n}\right) \in A \times \mathbf{R}^{n-k} \mapsto u\left(x_{1}, \ldots, x_{k}\right)$.

Lemma 10.3.1. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div$ (10.1.13), (10.2.1), and let $\bar{F}$ be given by (10.1.3). Assume that

$$
\begin{equation*}
\operatorname{aff}(\operatorname{dom} f)=\mathbf{R}^{k} \times 0_{n-k} \text { for some } k \in\{1, \ldots, n-1\} . \tag{10.3.1}
\end{equation*}
$$

Then there exists $f_{p}: \mathbf{R}^{k} \rightarrow[0,+\infty]$ convex and lower semicontinuous such that

$$
\begin{equation*}
\bar{F}(A \times I, \tilde{u})=\mathcal{L}^{n-k}(I) \int_{A} f_{p}(\nabla u) d y \tag{10.3.2}
\end{equation*}
$$

whenever $A$ is a bounded open set of $\mathbf{R}^{k}$, $I$ is a connected bounded open set of $\mathbf{R}^{n-k}, u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{k}\right)$.

Proof. Let

$$
g:\left(z_{1}, \ldots, z_{k}\right) \in \mathbf{R}^{k} \mapsto f\left(z_{1}, \ldots, z_{k}, 0_{n-k}\right)
$$

define for every bounded open set $A$ of $\mathbf{R}^{k}$, the functionals

$$
G(A, \cdot): u \in L^{1}(A) \mapsto \begin{cases}\int_{A} g(\nabla u) d y & \text { if } u \in W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{k}\right) \\ +\infty & \text { if } u \in L^{1}(A) \backslash W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{k}\right)\end{cases}
$$

and

$$
\bar{G}(A, \cdot): u \in L^{1}(A) \mapsto \mathrm{sc}^{-}\left(L^{1}(A)\right) G(A, u),
$$

and observe that obviously

$$
\begin{equation*}
\bar{G}(A, u)=\min \left\{\liminf _{h \rightarrow+\infty} \int_{A} g\left(\nabla u_{h}\right) d y:\left\{u_{h}\right\} \subseteq W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{k}\right)\right. \tag{10.3.3}
\end{equation*}
$$

for every $h \in \mathbf{N} \nabla u_{h}(y) \in \operatorname{dom} g$ for a.e. $y \in A, u_{h} \rightarrow u$ in $\left.L^{1}(A)\right\}$

$$
\text { for every bounded open set } A \text { of } \mathbf{R}^{k}, u \in L^{1}(A) \text {. }
$$

The function $g$ satisfies all the assumptions of Theorem 10.2 .4 with $n=$ $k$. Consequently, by Theorem 10.2 .4 we deduce the existence of $g_{p}: \mathbf{R}^{k} \rightarrow$ $[0,+\infty]$ convex and lower semicontinuous such that

$$
\begin{equation*}
\bar{G}(A, u)=\int_{A} f_{p}(\nabla u) d y \tag{10.3.4}
\end{equation*}
$$

$$
\text { for every bounded open set } A \text { of } \mathbf{R}^{k}, u \in W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{k}\right)
$$

Let now $A, I, u$ be as in (10.3.2). Let us prove that

$$
\begin{equation*}
\bar{F}(A \times I, \tilde{u}) \leq \mathcal{L}^{n-k}(I) \int_{A} f_{p}(\nabla u) d y \tag{10.3.5}
\end{equation*}
$$

To do this we can assume that the right-hand side of (10.3.5) is finite so that, by (10.3.3) and (10.3.4), there exists $\left\{u_{h}\right\} \subseteq W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{k}\right)$ such that for every $h \in \mathbf{N} \nabla u_{h}(y) \in \operatorname{dom} f_{p}$ for a.e. $y \in A, u_{h} \rightarrow u$ in $L^{1}(A)$, and

$$
\begin{equation*}
\int_{A} f_{p}(\nabla u) d y=\liminf _{h \rightarrow+\infty} \int_{A} f\left(\nabla_{1} u_{h}, \ldots, \nabla_{k} u_{h}, 0_{n-k}\right) d y \tag{10.3.6}
\end{equation*}
$$

Then obviously $\tilde{u}_{h} \rightarrow \tilde{u}$ in $L^{1}(A \times I)$, for every $h \in \mathbf{N} \nabla \tilde{u}_{h}(x) \in \operatorname{dom} f$ for a.e. $x \in A \times I$, and by (10.3.6), it turns out that

$$
\bar{F}(A \times I, \tilde{u}) \leq \liminf _{h \rightarrow+\infty} \int_{A \times I} f\left(\nabla \tilde{u}_{h}\right) d x=
$$

$=\liminf _{h \rightarrow+\infty} \mathcal{L}^{n-k}(I) \int_{A} f\left(\nabla_{1} u_{h}, \ldots, \nabla_{k} u_{h}, 0_{n-k}\right) d y=\mathcal{L}^{n-k}(I) \int_{A} f_{p}(\nabla u) d y$,
that is (10.3.5).
In order to prove the opposite inequality to (10.3.5), we assume that $\bar{F}(A \times I, \tilde{u})<+\infty$ so that there exists $\left\{v_{h}\right\} \subseteq W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$ such that for every $h \in \mathbf{N} \nabla v_{h}(x) \in \operatorname{dom} f$ for a.e. $x \in A \times I, v_{h} \rightarrow \tilde{u}$ in $L^{1}(A \times I)$, and

$$
\begin{equation*}
+\infty>\bar{F}(A \times I, \tilde{u})=\lim _{h \rightarrow+\infty} \int_{A \times I} f\left(\nabla v_{h}\right) d x \tag{10.3.7}
\end{equation*}
$$

Then, by (10.3.7) and (10.3.1) we have that for every $h \in \mathbf{N} \nabla_{k+1} v_{h}=$ $\ldots=\nabla_{n} v_{h}=0$ a.e. in $A \times I$ from which, by taking into account the connectedness of $I$, we infer that $v_{h}$ depends effectively only on its first $k$ variables in $A \times I$ for every $h \in \mathbf{N}$. Because of this, we can assume that for every $h \in \mathbf{N}$ there exists $w_{h} \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{k}\right)$ such that $v_{h}=\tilde{w}_{h}$. Then $w_{h} \rightarrow u$ in $L^{1}(A)$, and by (10.3.7) and (10.3.4), we have that

$$
\begin{align*}
& \bar{F}(A \times I, \tilde{u})=\lim _{h \rightarrow+\infty} \int_{A \times I} f\left(\nabla_{1} w_{h}, \ldots, \nabla_{k} w_{h}, 0_{n-k}\right) d x=  \tag{10.3.8}\\
& =\mathcal{L}^{n-k}(I) \lim _{h \rightarrow+\infty} \int_{A} g\left(\nabla w_{h}\right) d y \geq \mathcal{L}^{n-k}(I) \bar{G}(A, u)= \\
& =\mathcal{L}^{n-k}(I) \int_{A} f_{p}(\nabla u) d y
\end{align*}
$$

By (10.3.5) and (10.3.8) equality (10.3.2) follows.
In order to extend (10.3.2) to a wider class of open sets, we need to prove the following subadditivity result.

Lemma 10.3.2. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13)$, (10.2.1), (10.3.1), and let $\bar{F}$ be given by (10.1.3). Then

$$
\begin{equation*}
\bar{F}\left(\cup_{i=1}^{m}\left(A_{i} \times I_{i}\right), \tilde{u}\right) \leq \sum_{i=1}^{m} \bar{F}\left(A_{i} \times I_{i}, \tilde{u}\right) \tag{10.3.9}
\end{equation*}
$$

whenever $A_{1}, \ldots, A_{m}$ are pairwise disjoint bounded open subsets of $\mathbf{R}^{k}$, $I_{1}, \ldots, I_{m}$ are connected bounded open subsets of $\mathbf{R}^{n-k}, u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{k}\right)$. Proof. Let $A_{1}, \ldots, A_{m}, I_{1}, \ldots, I_{m}, u$ be as in (10.3.9). It is obvious that we can assume the right-hand side of (10.3.9) to be finite, so that, by Lemma 10.1.2, we get that

$$
\begin{equation*}
\nabla \tilde{u}(x) \in \overline{\operatorname{dom} f} \text { for a.e. } x \in \cup_{i=1}^{m}\left(A_{i} \times I_{i}\right) \tag{10.3.10}
\end{equation*}
$$

Moreover, by (10.2.1), it is not restrictive to assume that $z_{\operatorname{dom} f}$ in (10.1.13) is equal to the origin of $\mathbf{R}^{n}$, thus getting

$$
\begin{equation*}
0_{n} \in \operatorname{ri}(\operatorname{dom} f) \tag{10.3.11}
\end{equation*}
$$

By the finiteness of $\sum_{i=1}^{m} \bar{F}\left(A_{i} \times I_{i}, \tilde{u}\right),(10.2 .1)$, and (10.2.3) for every $i \in\{1, \ldots, m\}$ we deduce the existence of $\left\{u_{h}^{i}\right\} \subseteq W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right)$ such that for every $h \in \mathbf{N} \nabla u_{h}^{i}(x) \in \operatorname{dom} f$ for a.e. $x \in A_{i} \times I_{i}, u_{h}^{i} \rightarrow \tilde{u}$ in weak*$W^{1, \infty}\left(A_{i} \times I_{i}\right)$ as $h$ diverges, and

$$
\begin{align*}
& \bar{F}\left(A_{i} \times I_{i}, \tilde{u}\right)=\lim _{h \rightarrow+\infty} \int_{A_{i} \times I_{i}} f\left(\nabla u_{h}^{i}\right) d x  \tag{10.3.12}\\
& \text { for every } i
\end{align*}
$$

For every $i \in\{1, \ldots, m\}$, by (10.3.1) and the connectedness of $I_{i}$, we obtain that for every $h \in \mathbf{N}$ the functions $u_{h}^{i}$ depend effectively only on their first $k$ variables in $A_{i} \times I_{i}$. Because of this, from now onwards we will think of them as elements of $W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{k}\right)$.

For every $i \in\{1, \ldots, m\}$ let $B_{i}$ be an open subset of $\mathbf{R}^{k}$ with $B_{i} \subset \subset A_{i}$, and let $\varphi_{i} \in C_{0}^{1}\left(A_{i}\right)$ satisfying

$$
\left\{\begin{array}{l}
0 \leq \varphi_{i} \leq 1 \text { in } \mathbf{R}^{k}, \varphi_{i}=1 \text { in } B_{i}  \tag{10.3.13}\\
\left\|\mid \nabla \varphi_{i}\right\| \|_{L^{\infty}\left(\mathbf{R}^{k}\right)} \leq \frac{2}{\operatorname{dist}\left(B_{i}, \partial A_{i}\right)}
\end{array}\right.
$$

For every $h \in \mathbf{N}$ we set $w_{h}=\sum_{i=1}^{m} \varphi_{i} u_{h}^{i}+\left(1-\sum_{i=1}^{m} \varphi_{i}\right) u$. Then $w_{h} \rightarrow$ $u$ in weak ${ }^{*} W^{1, \infty}\left(\cup_{i=1}^{m} A_{i}\right)$, and $\tilde{w}_{h} \rightarrow \tilde{u}$ in weak*- $W^{1, \infty}\left(\cup_{i=1}^{m}\left(A_{i} \times I_{i}\right)\right)$.

Let us now observe that, being $A_{1}, \ldots, A_{m}$ pairwise disjoint, it turns out that the values $\varphi_{1}(y), \ldots, \varphi_{m}(y)$ are all equal to zero except at most for one as $y$ varies in $\cup_{i=1}^{m} A_{i}$, hence we have that

$$
\nabla \tilde{w}_{h}=\sum_{i=1}^{m} \tilde{\varphi}_{i} \nabla \tilde{u}_{h}^{i}+\left(1-\sum_{i=1}^{m} \tilde{\varphi}_{i}\right) \nabla \tilde{u}+\sum_{i=1}^{m}\left(\tilde{u}_{h}^{i}-\tilde{u}\right) \nabla \tilde{\varphi}_{i} .
$$

Moreover, once we recall that $u_{h}^{i} \rightarrow u$ in $L^{\infty}\left(\operatorname{spt}\left(\varphi_{i}\right)\right)$ for every $i \in\{1, \ldots$, $m\}$, by arguing as in the proof of Lemma 10.2.1, we get by (10.1.11), (10.3.11), (10.3.10), and (10.3.13) that
(10.3.14) for every $t \in\left[0,1\left[\right.\right.$ there exist a compact subset $K_{t}$ of $\operatorname{ri}(\operatorname{dom} f)$

$$
\begin{gathered}
\text { and } h_{t} \in \mathbf{N} \text { such that for every } h \geq h_{t} \\
t \nabla \tilde{w}_{h}(x) \in K_{t} \text { for a.e. } x \in \cup_{i=1}^{m}\left(A_{i} \times I_{i}\right)
\end{gathered}
$$

By (10.3.14), being $A_{1}, \ldots, A_{m}$ pairwise disjoint, we conclude that

$$
\begin{equation*}
\bar{F}\left(\cup_{i=1}^{m}\left(A_{i} \times I_{i}\right), t \tilde{u}\right) \leq \liminf _{h \rightarrow+\infty} \int_{\cup_{i=1}^{m}\left(A_{i} \times I_{i}\right)} f\left(t \nabla \tilde{w}_{h}\right) d x \leq \tag{10.3.15}
\end{equation*}
$$

$$
\leq \sum_{i=1}^{m} \limsup _{h \rightarrow+\infty} \int_{A_{i} \times I_{i}} f\left(t \nabla \tilde{w}_{h}\right) d x \leq
$$

$\leq \sum_{i=1}^{m} \limsup _{h \rightarrow+\infty} \int_{A_{i} \times I_{i}} f\left(t \nabla \tilde{u}_{h}^{i}\right) d x+\sum_{i=1}^{m} \limsup _{h \rightarrow+\infty} \int_{\left(A_{i} \backslash B_{i}\right) \times I_{i}} f\left(t \nabla \tilde{w}_{h}\right) d x$.
Let us now fix $\varepsilon>0$. Then by (10.1.13) we obtain $\left.t_{\varepsilon} \in\right] 0,1[$ such that

$$
\begin{equation*}
\int_{A_{i} \times I_{i}} f\left(t \nabla \tilde{u}_{h}^{i}\right) d x \leq \int_{A_{i} \times I_{i}} f\left(\nabla \tilde{u}_{h}^{i}\right) d x+\varepsilon \mathcal{L}^{k}\left(A_{i}\right) \mathcal{L}^{n-k}\left(I_{i}\right) \tag{10.3.16}
\end{equation*}
$$

for every $i \in\{1, \ldots, m\}, h \in \mathbf{N}$,
and, by (10.3.14) and (10.1.12), that

$$
\begin{equation*}
\text { for every } t \in] 0,1\left[\text { there exists } M_{t}>0\right. \text { such that } \tag{10.3.17}
\end{equation*}
$$

for every $h \geq h_{t} f\left(t \nabla \tilde{w}_{h}(x)\right) \leq M_{t}$ for a.e. $x \in \cup_{i=1}^{m}\left(A_{i} \times I_{i}\right)$.
By $(10.3 .15) \div(10.3 .17)$, and (10.3.12) we conclude that

$$
\begin{equation*}
\bar{F}\left(\cup_{i=1}^{m}\left(A_{i} \times I_{i}\right), t \tilde{u}\right) \leq \tag{10.3.18}
\end{equation*}
$$

$\leq \sum_{i=1}^{m} \bar{F}\left(A_{i} \times I_{i}, \tilde{u}\right)+\varepsilon \sum_{i=1}^{m} \mathcal{L}^{k}\left(A_{i}\right) \mathcal{L}^{n-k}\left(I_{i}\right)+M_{t} \sum_{i=1}^{m} \mathcal{L}^{k}\left(A_{i} \backslash B_{i}\right) \mathcal{L}^{n-k}\left(I_{i}\right)$.
Letting first $B_{i}$ increase to $A_{i}$ for every $i \in\{1, \ldots, m\}$, then $t$ tend to $1^{-}$, and finally $\varepsilon$ go to $0^{+}$, we obtain (10.3.9) by (10.3.18), and (10.1.4).

We can now prove the representation result for $\bar{F}$ under assumption (10.2.1).

Theorem 10.3.3. Let $f$ be a Borel function as in (10.1.1) satisfying $(10.1 .11) \div(10.1 .13)$, (10.2.1), and let $\bar{F}$ be given by (10.1.3). Then there exists $\phi_{f}: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex and lower semicontinuous such that

$$
\begin{equation*}
\bar{F}(\Omega, u)=\int_{\Omega} \phi_{f}(\nabla u) d x \tag{10.3.19}
\end{equation*}
$$

$$
\text { for every } \Omega \in \mathcal{A}_{0} \text { convex, } u \in W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right)
$$

Proof. Let us assume for a moment that (10.3.1) holds.
Let $\Omega, u$ be as in (10.3.19), and assume that $\bar{F}(\Omega, u)<+\infty$. Then, by Lemma 10.1.2, we get that $\nabla u(x) \in \overline{\operatorname{dom} f}$ for a.e. $x \in \Omega$, and therefore, by taking into account (10.3.1) and the convexity of $\Omega$, that $u$ depends only on its first $k$ variables in $\Omega$. Let $v \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{k}\right)$ be such that $u=\tilde{v}$ in $\Omega$. Then it is clear that

$$
\begin{equation*}
\bar{F}(\Omega, u)=\bar{F}(\Omega, \tilde{v}) \tag{10.3.20}
\end{equation*}
$$

For every $\nu \in \mathbf{N}$ let $\mathcal{R}_{\nu}$ be a partition of $\mathbf{R}^{n}$, up to a set of zero measure, made up by open cubes $A_{i} \times I_{j}(i, j \in \mathbf{N})$ with faces parallel to the coordinate planes, where for every $i, j \in \mathbf{N}, A_{i}$ is an open cube of $\mathbf{R}^{k}$ and $I_{j}$ is an open cube of $\mathbf{R}^{n-k}$, and let $S^{\nu}=\left\{(i, j) \in \mathbf{N} \times \mathbf{N}: A_{i} \times I_{j} \subset \subset \Omega\right\}$.

Let us fix $\nu \in \mathbf{N}$. By (10.3.20), (10.1.9), (10.1.10), and Lemma 10.3.1 we deduce the existence of $f_{p}: \mathbf{R}^{k} \rightarrow[0,+\infty]$ convex and lower semicontinuous such that

$$
\begin{gather*}
\bar{F}(\Omega, u) \geq \bar{F}\left(\cup_{(i, j) \in S^{\nu}}\left(A_{i} \times I_{j}\right), \tilde{v}\right) \geq  \tag{10.3.21}\\
\geq \sum_{(i, j) \in S^{\nu}} \bar{F}\left(A_{i} \times I_{j}, \tilde{v}\right)=\sum_{(i, j) \in S^{\nu}} \mathcal{L}^{n-k}\left(I_{j}\right) \int_{A_{i}} f_{p}(\nabla v) d y
\end{gather*}
$$

At this point, if we define $\phi_{f}$ by
(10.3.22) $\phi_{f}:\left(z_{1}, \ldots, z_{n}\right) \in \mathbf{R}^{n} \mapsto \begin{cases}f_{p}\left(z_{1}, \ldots, z_{k}\right) & \text { if } z_{k+1}=\ldots=z_{n}=0 \\ +\infty & \text { otherwise },\end{cases}$
$\phi_{f}$ turns out to be convex and lower semicontinuous. Moreover by (10.3.21) we obtain that

$$
\begin{gather*}
\bar{F}(\Omega, u) \geq  \tag{10.3.23}\\
\geq \sum_{(i, j) \in S^{\nu}} \int_{A_{i} \times I_{j}} \phi_{f}(\nabla u) d x=\int_{\cup_{(i, j) \in S^{\nu}}\left(A_{i} \times I_{j}\right)} \phi_{f}(\nabla u) d x .
\end{gather*}
$$

As $\nu$ diverges we deduce from (10.3.23) that

$$
\begin{equation*}
\bar{F}(\Omega, u) \geq \int_{\Omega} \phi_{f}(\nabla u) d x \tag{10.3.24}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}$ convex, $u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$.
In order to prove the reverse inequality in (10.3.24), again when (10.3.1) holds, let $f_{p}$ be given by Lemma 10.3.1, $\phi_{f}$ by (10.3.22), and $\Omega, u$ as in (10.3.19).

We can clearly assume that $\int_{\Omega} \phi_{f}(\nabla u) d x<+\infty$. Because of this, and by the convexity of $\Omega$, we get that $u$ depends effectively only on its first $k$ variables in $\Omega$ and, as before, let $v \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{k}\right)$ be such that $u=\tilde{v}$ in $\Omega$. Moreover, for every $\nu \in \mathbf{N}$, let $\mathcal{R}_{\nu}$, and $S^{\nu}$ be as above.

Let us fix $\nu \in \mathbf{N}$. For every $i \in \mathbf{N}$ let us define $S_{i}^{\nu}=\{j \in \mathbf{N}:(i, j) \in$ $\left.S^{\nu}\right\}$, and assume, for the sake of simplicity, that $S_{i}^{\nu} \neq \emptyset$ if and only if $i \in\left\{1, \ldots, m_{\nu}\right\}$.

For every $i \in\left\{1, \ldots, m_{\nu}\right\}$ set $C_{i}=\operatorname{int}\left(\cup_{j \in S_{i}^{\nu}} \overline{I_{j}}\right)$. Then, by using the convexity of $\Omega$, it turns out that $C_{i}$ is connected, and $\cup_{i=1}^{m_{\nu}}\left(A_{i} \times C_{i}\right) \subset \subset \Omega$. Moreover, by (10.3.22), Lemma 10.3.1, and Lemma 10.3.2 we have that

$$
\begin{equation*}
\int_{\Omega} \phi_{f}(\nabla u) d x=\int_{\Omega} f_{p}(\nabla v) d x \geq \int_{\cup_{i=1}^{m_{\nu}}\left(A_{i} \times C_{i}\right)} f_{p}(\nabla v) d x= \tag{10.3.25}
\end{equation*}
$$

$$
=\sum_{i=1}^{m_{\nu}} \mathcal{L}^{n-k}\left(C_{i}\right) \int_{A_{i}} f_{p}(\nabla v) d y=\sum_{i=1}^{m_{\nu}} \bar{F}\left(A_{i} \times C_{i}, \tilde{v}\right)=\bar{F}\left(\cup_{i=1}^{m_{\nu}}\left(A_{i} \times C_{i}\right), \tilde{v}\right) .
$$

Let us now set $\Omega_{\nu}=\operatorname{int}\left(\overline{\bigcup_{i=1}^{m_{\nu}}\left(A_{i} \times C_{i}\right)}\right)$. Then, by (10.3.25), and (10.1.8), we deduce that

$$
\begin{equation*}
\int_{\Omega} \phi_{f}(\nabla u) d x \geq \bar{F}\left(\Omega_{\nu}, \tilde{v}\right)=\bar{F}\left(\Omega_{\nu}, u\right), \tag{10.3.26}
\end{equation*}
$$

therefore, as $\nu$ diverges, we obtain by (10.3.26) that

$$
\begin{equation*}
\int_{\Omega} \phi_{f}(\nabla u) d x \geq \bar{F}_{-}(\Omega, u) \tag{10.3.27}
\end{equation*}
$$

$$
\text { for every } \Omega \in \mathcal{A}_{0} \text { convex, } u \in W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right) \text {. }
$$

Finally by (10.1.9), (10.1.4), (10.1.6), and (10.1.7) it follows that the assumptions of Proposition 2.7.4 with $\mathcal{O}=\mathcal{A}_{0}, U=W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right)$, and $\Phi=\bar{F}$ are fulfilled. Consequently, by Proposition 2.7.4, (2.5.4), and (10.3.27) we infer that

$$
\begin{equation*}
\int_{\Omega} \phi_{f}(\nabla u) d x \geq \bar{F}(\Omega, u) \tag{10.3.28}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}$ convex, $u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$.
By (10.3.28), and (10.3.24) we get (10.3.19) under assumption (10.3.1). We now consider the general case, when (10.3.1) is not assumed.
If $\operatorname{aff}(\operatorname{dom} f)=\mathbf{R}^{n}$, the proof follows from Theorem 10.2.4, hence we can assume that the dimension $k$ of $\operatorname{aff}(\operatorname{dom} f)$ is strictly smaller than $n$.

If $k=0, \operatorname{dom} f$ consists of a single point and (10.3.19) follows trivially, hence we can assume that $k \in\{1, \ldots, n-1\}$.

Let $A: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ be an affine transformation such that, denoting by $M_{A}$ the matrix associated to the linear part of $A, \operatorname{det} M_{A}=1$, and $A(\operatorname{aff}(\operatorname{dom} f))=\mathbf{R}^{k} \times\left\{0_{n-k}\right\}$. Let us set

$$
f_{A}:\left(z_{1}, \ldots, z_{n}\right) \in \mathbf{R}^{n} \mapsto f\left(A^{-1}\left(z_{1}, \ldots, z_{n}\right)\right) .
$$

Then $f_{A}$ satisfies (10.1.11) $\div(10.1 .13)$, and $\operatorname{aff}\left(\operatorname{dom} f_{A}\right)=\mathbf{R}^{k} \times\left\{0_{n-k}\right\}$.

Let $\overline{F_{A}}$ be the functional defined by (10.1.3) with $f=f_{A}$. Let us observe that, for every $\Omega \in \mathcal{A}_{0}$ convex, the set $A(\Omega)$ is again convex, bounded, and open.

By the particular case considered above we get $\phi_{f_{A}}: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex and lower semicontinuous such that

$$
\begin{equation*}
\overline{F_{A}}\left(A^{-1}(\Omega), u^{A}\right)=\int_{A^{-1}(\Omega)} \phi_{f_{A}}\left(\nabla u^{A}\right) d y \tag{10.3.29}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}$ convex, $u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$,
$u^{A}$ being defined by $u^{A}: y \in \mathbf{R}^{n} \mapsto u(A(y))$.
Let us observe now that
(10.3.30) $\overline{F_{A}}\left(A^{-1}(\Omega), u^{A}\right)=\bar{F}(\Omega, u)$ for every $\Omega \in \mathcal{A}_{0}, u \in W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right)$,
and define $\phi_{f}$ by $\phi_{f}: z \in \mathbf{R}^{n} \mapsto \phi_{f_{A}}(A(z))$. Then obviously $\phi_{f_{A}}(z)=$ $\phi_{f}\left(A^{-1}(z)\right)$ for every $z \in \mathbf{R}^{n}$, and by (10.3.30) and (10.3.29), we get that

$$
\begin{gathered}
\bar{F}(\Omega, u)=\overline{F_{A}}\left(A^{-1}(\Omega), u^{A}\right)=\int_{A^{-1}(\Omega)} \phi_{f_{A}}\left(\nabla_{y} u^{A}(y)\right) d y= \\
=\int_{A^{-1}(\Omega)} \phi_{f}\left(A^{-1}\left(\nabla_{y} u^{A}(y)\right)\right) d y=\int_{A^{-1}(\Omega)} \phi_{f}\left(\left(\nabla_{x} u\right)(A(y))\right) d y= \\
=\int_{\Omega} \phi_{f}\left(\nabla_{x} u\right) d x \text { for every } \Omega \in \mathcal{A}_{0}, u \in W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right),
\end{gathered}
$$

which proves the theorem.
In the following result we specify the function $\phi_{f}$ in (10.3.19).
Proposition 10.3.4. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13)$, (10.2.1), and $\phi_{f}$ the one appearing in Theorem 10.3.3. Then $\phi_{f}=f^{* *}$.

Proof. Similar to the one of Proposition 10.2.5, but by using Theorem 10.3.3 in place of Theorem 10.2.4.
§10.4 Relaxation of Neumann Problems: a First Result without
Boundedness Assumptions on the Effective Domain
Let $f$ be a Borel function as in (10.1.1), $F$ be defined by (10.1.2), and $\bar{F}$ by (10.1.3).

The present section yields some preliminaries to the integral representation result for $\bar{F}$ when assumption (10.2.1) is dropped. This is done by
studying the integral representation properties, for every $\Omega \in \mathcal{A}_{0}$, of the sequential lower value of the restriction of $F(\Omega, \cdot)$ to $W^{1, \infty}(\Omega)$ defined by

$$
\begin{align*}
& F^{(\infty)}(\Omega, \cdot): u \in W^{1, \infty}(\Omega) \mapsto \inf \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nabla u_{h}\right) d x:\right.  \tag{10.4.1}\\
& \left.\left\{u_{h}\right\} \subseteq W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right), u_{h} \rightarrow u \text { in weak*- } W^{1, \infty}(\Omega)\right\} .
\end{align*}
$$

As already observed in Chapter 3 , in general, for a given $\Omega \in \mathcal{A}_{0}$, $F^{(\infty)}(\Omega, \cdot)$ needs not be sequentially weak*- $W^{1, \infty}(\Omega)$-lower semicontinuous, and

$$
\begin{equation*}
\bar{F}(\Omega, u) \leq F^{(\infty)}(\Omega, u) \text { for every } \Omega \in \mathcal{A}_{0}, u \in W^{1, \infty}(\Omega) \tag{10.4.2}
\end{equation*}
$$

Theorem 10.4.1. Let $f$ be a Borel function as in (10.1.1) satisfying $(10.1 .11) \div(10.1 .13)$, and let $F^{(\infty)}$ be defined by (10.4.1). Then there exists $\phi_{f}: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex and Borel such that

$$
\begin{equation*}
F^{(\infty)}(\Omega, u) \geq \int_{\Omega} \phi_{f}(\nabla u) d x \tag{10.4.3}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}$ convex, $u \in W^{1, \infty}(\Omega)$,

$$
\begin{equation*}
F^{(\infty)}(\Omega, u)=\int_{\Omega} \phi_{f}(\nabla u) d x \tag{10.4.4}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}$ convex, $u \in W^{1, \infty}(\Omega)$ such that $F^{(\infty)}(\Omega, u)<+\infty$.
If in addition $\operatorname{int}(\operatorname{dom} f) \neq \emptyset$, then
(10.4.5) $\quad F^{(\infty)}(\Omega, u) \geq \int_{\Omega} \phi_{f}(\nabla u) d x$ for every $\Omega \in \mathcal{A}_{0}, u \in W_{\operatorname{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right)$,

$$
\begin{equation*}
F^{(\infty)}(\Omega, u)=\int_{\Omega} \phi_{f}(\nabla u) d x \tag{10.4.6}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}, u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$ such that $F^{(\infty)}(\Omega, u)<+\infty$.
Proof. Let us prove (10.4.3).
For every $m \in \mathbf{N}$ set $f_{m}=f+I_{Q_{m}(0)}$, and define for every $\Omega \in \mathcal{A}_{0}$, $\overline{F_{m}}(\Omega, \cdot)$ as in (10.1.3) with $f_{m}$ in place of $f$.

It is clear that the sequence $\left\{f_{m}\right\}$ is decreasing, hence for every $\Omega \in \mathcal{A}_{0}$, and $u$ in $L^{1}(\Omega)$ so is also $\overline{F_{m}}(\Omega, u)$. Moreover we also have that

$$
\begin{equation*}
F^{(\infty)}(\Omega, u)=\inf _{m \in \mathbf{N}} \overline{F_{m}}(\Omega, u) \text { for every } \Omega \in \mathcal{A}_{0}, u \in W^{1, \infty}(\Omega) \tag{10.4.7}
\end{equation*}
$$

For fixed $m \in \mathbf{N}, f_{m}$ satisfies the assumptions of Theorem 10.3.3. Consequently there exists $\phi_{f_{m}}: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex and lower semicontinuous such that

$$
\begin{equation*}
\overline{F_{m}}(\Omega, u)=\int_{\Omega} \phi_{f_{m}}(\nabla u) d x \tag{10.4.8}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}$ convex, $u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right), m \in \mathbf{N}$.
Since for every $\Omega \in \mathcal{A}_{0}$ and $u$ in $L^{1}(\Omega), \overline{F_{m}}(\Omega, u)$ is decreasing, it results that for every $z \in \mathbf{R}^{n}$ the sequence $\left\{\phi_{f_{m}}(z)\right\}$ too satisfies the same property. Therefore if we define $\phi_{f}$ by

$$
\begin{equation*}
\phi_{f}: z \in \mathbf{R}^{n} \mapsto \inf _{m \in \mathbf{N}} \phi_{f_{m}}(z), \tag{10.4.9}
\end{equation*}
$$

we get that $\phi_{f}$ is convex and Borel and, by (10.4.7) and (10.4.8), that

$$
\begin{array}{r}
F^{(\infty)}(\Omega, u)=\inf _{m \in \mathbf{N}} \overline{F_{m}}(\Omega, u)=\inf _{m \in \mathbf{N}} \int_{\Omega} \phi_{f_{m}}(\nabla u) d x \geq  \tag{10.4.10}\\
\geq \int_{\Omega} \phi_{f}(\nabla u) d x \text { for every } \Omega \in \mathcal{A}_{0} \text { convex, } u \in W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right)
\end{array}
$$

that is (10.4.3) once we recall that, being $\Omega$ convex, every element of $W^{1, \infty}(\Omega)$ can be extended to an element of $W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$.

In order to prove (10.4.4) let us observe that $\phi_{f}(z)=\lim _{m \rightarrow+\infty} \phi_{f_{m}}(z)$ for every $z \in \mathbf{R}^{n}$, and that, if $\Omega \in \mathcal{A}_{0}$ is convex, $u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$, and $F^{(\infty)}(\Omega, u)<+\infty$, then (10.4.10) yields $\int_{\Omega} \phi_{f_{m_{0}}}(\nabla u) d x<+\infty$ for some $m_{0} \in \mathbf{N}$. Consequently, by (10.4.7), (10.4.8), and Lebesgue Dominated Convergence Theorem, we conclude that

$$
\begin{equation*}
F^{(\infty)}(\Omega, u)=\lim _{m \rightarrow+\infty} \int_{\Omega} \phi_{f_{m}}(\nabla u) d x=\int_{\Omega} \phi_{f}(\nabla u) d x \tag{10.4.11}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}$ convex, $u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$ such that $F^{(\infty)}(\Omega, u)<+\infty$.
By (10.4.11) equality (10.4.4) follows once we recall that, being $\Omega$ convex, every element of $W^{1, \infty}(\Omega)$ can be thought as an element of $W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$.

Finally, the proofs of (10.4.5) and (10.4.6) follow exactly as above, but by using Theorem 10.2.4 in place of Theorem 10.3.3.

Remark 10.4.2. We point out that, by (10.4.11), and Proposition 10.3.4, under the assumptions of Theorem 10.4.1 the following representation formula for $F^{(\infty)}$ hold

$$
\begin{gathered}
F^{(\infty)}(\Omega, u)=\lim _{m \rightarrow+\infty} \int_{\Omega}\left(f+I_{Q_{m}(0)}\right)^{* *}(\nabla u) d x= \\
=\inf _{m \in \mathbf{N}} \int_{\Omega}\left(f+I_{Q_{m}(0)}\right)^{* *}(\nabla u) d x \text { for every } \Omega \in \mathcal{A}_{0} \text { convex, } u \in W^{1, \infty}(\Omega), \\
\text { or for every } \Omega \in \mathcal{A}_{0}, u \in W_{\operatorname{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right) \text { if int }(\operatorname{dom} f) \neq \emptyset
\end{gathered}
$$

In the following result we describe the function $\phi_{f}$ in Theorem 10.4.1.

Proposition 10.4.3. Let $f$ be a Borel function as in (10.1.1) satisfying $(10.1 .11) \div(10.1 .13)$, and $\phi_{f}$ be the one appearing in Theorem 10.4.1. Then $\phi_{f}=\mathrm{co}\left(\mathrm{sc}^{-} f\right)$.

Proof. Follows from (10.4.9), (10.4.8), and Proposition 1.4.4.

## §10.5 Relaxation of Neumann Problems: Relaxation in $B V$ Spaces

Let $f$ be a Borel function as in (10.1.1), $F$ be defined by (10.1.2), and $\bar{F}$ by (10.1.3).

In the present section we prove the representation result for $\bar{F}$ on $B V$ spaces.

Lemma 10.5.1. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13)$, and let $\bar{F}$ be given by (10.1.3). Then there exists $\phi_{f}: \mathbf{R}^{n} \rightarrow$ $[0,+\infty]$ convex and lower semicontinuous such that

$$
\begin{align*}
& \bar{F}_{-}(\Omega, u)=\int_{\Omega} \phi_{f}(\nabla u) d x+\int_{\Omega} \phi_{f}^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|  \tag{10.5.1}\\
& \text { for every } \Omega \in \mathcal{A}_{0} \text { convex, } u \in B V(\Omega)
\end{align*}
$$

If in addition $\operatorname{int}(\operatorname{dom} f) \neq \emptyset$, then

$$
\begin{align*}
& \bar{F}_{-}(\Omega, u)=\int_{\Omega} \phi_{f}(\nabla u) d x+\int_{\Omega} \phi_{f}^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|  \tag{10.5.2}\\
& \quad \text { for every } \Omega \in \mathcal{A}_{0}, u \in B V(\Omega)
\end{align*}
$$

Proof. Let us prove (10.5.1).
For every $\Omega \in \mathcal{A}_{0}$ let $F^{(\infty)}(\Omega, \cdot)$ be given by (10.4.1), and let $\phi$ be the convex Borel function given by Theorem 10.4.1. Let us set $\phi_{f}=(\phi+$ $\left.I_{\text {domf }}\right)^{* *}$. Then it is clear that $\phi_{f}$ is convex, lower semicontinuous, and that, since obviously $\phi \leq f, \phi_{f} \leq \phi+I_{\text {dom } f} \leq f$.

Because of this, and of Theorem 7.4.6 we get that

$$
\begin{align*}
& \bar{F}_{-}(\Omega, u) \geq \int_{\Omega} \phi_{f}(\nabla u) d x+\int_{\Omega} \phi_{f}^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|  \tag{10.5.3}\\
& \quad \text { for every } \Omega \in \mathcal{A}_{0}, u \in B V(\Omega)
\end{align*}
$$

In order to prove the reverse inequality in (10.5.3), let us first observe that $I_{\operatorname{dom} f} \leq \phi+I_{\operatorname{dom} f} \leq f$, from which we conclude that $\operatorname{dom}\left(\phi+I_{\operatorname{dom} f}\right)=$ $\operatorname{dom} f$ and, together with (10.1.11), the convexity of $\phi$, and Proposition 1.3.2, that it results

$$
\begin{equation*}
\operatorname{ri}\left(\operatorname{dom} \phi_{f}\right)=\operatorname{ri}\left(\operatorname{dom}\left(\phi+I_{\operatorname{dom} f}\right)\right)=\operatorname{ri}(\operatorname{dom} f) \tag{10.5.4}
\end{equation*}
$$

$$
\begin{equation*}
\phi_{f}(z)=\phi(z)+I_{\operatorname{dom} f}(z)=\phi(z) \text { for every } z \in \operatorname{ri}(\operatorname{dom} f) . \tag{10.5.5}
\end{equation*}
$$

Let $\Omega$ be as in (10.5.1), and assume for the moment that $u \in C^{\infty}\left(\mathbf{R}^{n}\right)$. Let $z_{1} \in \operatorname{ri}(\operatorname{dom} f), t \in\left[0,1\left[\right.\right.$, and observe that we can assume $\int_{\Omega} f(\nabla u) d x<$ $+\infty$ so that $\nabla u(x) \in \operatorname{dom} f$ for every $x \in \Omega$, and there exists a compact subset $K_{t}$ of $\operatorname{ri}(\operatorname{dom} f)$ such that

$$
t \nabla u(x)+(1-t) z_{1} \in K_{t} \text { for every } x \in \Omega .
$$

By (10.5.4) it follows that $K_{t} \subseteq \operatorname{ri}\left(\operatorname{dom} \phi_{f}\right)$, and hence, by using also (10.1.12), that

$$
F^{(\infty)}\left(\Omega, t u+(1-t) u_{z_{1}}\right) \leq \int_{\Omega} f\left(t \nabla u+(1-t) z_{1}\right) d x<+\infty .
$$

This, together with (10.1.9), (10.4.2), Theorem 10.4.1, (10.5.5), and the convexity of $\phi_{f}$ implies that

$$
\begin{align*}
& \bar{F}_{-}\left(\Omega, t u+(1-t) u_{z_{1}}\right) \leq F^{(\infty)}\left(\Omega, t u+(1-t) u_{z_{1}}\right)=  \tag{10.5.6}\\
& =\int_{\Omega} \phi\left(t \nabla u+(1-t) z_{1}\right) d x=\int_{\Omega} \phi_{f}\left(t \nabla u+(1-t) z_{1}\right) d x \leq \\
& \leq \int_{\Omega} \phi_{f}(\nabla u) d x+(1-t) \phi_{f}\left(z_{1}\right) \mathcal{L}^{n}(\Omega) .
\end{align*}
$$

Hence, as $t$ increases to 1 , we obtain by (10.5.6) and (10.1.4) that

$$
\begin{equation*}
\bar{F}_{-}(\Omega, u) \leq \int_{\Omega} \phi_{f}(\nabla u) d x \tag{10.5.7}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}$ convex, $u \in C^{\infty}\left(\mathbf{R}^{n}\right)$.
We now observe that the assumptions of Proposition 8.1.1 are fulfilled with $\mathcal{E}_{0}$ equal to the family of the convex bounded open subsets of $\mathbf{R}^{n}, U=B V\left(\mathbf{R}^{n}\right)$ equipped with its weak*- $B V\left(\mathbf{R}^{n}\right)$ topology, $G$ equal to the restriction of $\bar{F}_{-}$to $\mathcal{E}_{0} \times B V\left(\mathbf{R}^{n}\right)$, and $H:(\Omega, u) \in \mathcal{E}_{0} \times B V\left(\mathbf{R}^{n}\right) \mapsto$ $\int_{\Omega} \phi_{f}(\nabla u) d x+\int_{\Omega} \phi_{f}^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|$. In fact an argument similar to the one proposed in the proof of Lemma 7.4.4 yields that $H$ is translation invariant and convex, and by Theorem 5.1.4, it turns out to be weak*-BV $\left(\mathbf{R}^{n}\right)$-lower semicontinuous. Moreover so is also $\bar{F}$, and (10.5.7) holds.

By Proposition 8.1.1 we thus obtain that

$$
\begin{gathered}
\left(\bar{F}_{-}\right)_{\mathcal{E}_{0}-}(\Omega, u) \leq \\
\leq \sup \left\{\int_{A} \phi_{f}(\nabla u) d x+\int_{A} \phi_{f}^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|: A \in \mathcal{E}_{0}, A \subset \subset \Omega\right\}
\end{gathered}
$$

$$
\text { for every } \Omega \in \mathcal{A}_{0}, u \in B V\left(\mathbf{R}^{n}\right),
$$

from which, once we observe that $\mathcal{E}_{0}$ is perfect in $\mathcal{A}_{0}$, by using Proposition 2.6.9, Proposition 2.6.4, and an argument similar to the one exploited in the proof of Theorem 9.4.2, we conclude that

$$
\begin{equation*}
\bar{F}_{-}(\Omega, u) \leq \int_{\Omega} \phi_{f}(\nabla u) d x+\int_{\Omega} \phi_{f}^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| \tag{10.5.8}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}$ convex. $u \in B V(\Omega)$.
By (10.5.8) and (10.5.3), equality (10.5.1) follows.
The proof of (10.5.2) follows exactly as above with the only difference that in this case (10.5.7) holds for every bounded open set, and by taking $\mathcal{E}_{0}=\mathcal{A}_{0}$ in the application of Proposition 8.1.1.

Theorem 10.5.2. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13)$, and let $\bar{F}$ be given by (10.1.3). Then there exists $\phi_{f}: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex and lower semicontinuous such that

$$
\begin{align*}
& \bar{F}(\Omega, u)=\int_{\Omega} \phi_{f}(\nabla u) d x+\int_{\Omega} \phi_{f}^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|  \tag{10.5.9}\\
& \text { for every } \Omega \in \mathcal{A}_{0} \text { convex, } u \in B V(\Omega) .
\end{align*}
$$

Proof. Let $\phi_{f}$ be given by Lemma 10.5.1. Then by (10.1.9), (10.1.4), (10.1.6), and (10.1.7) Proposition 2.7.4 applies with $U=B V_{\text {loc }}\left(\mathbf{R}^{n}\right), \Phi=$ $\bar{F}$. Because of this, (2.5.4), and Lemma 10.5.1 we conclude that (10.5.9) holds.

In the following proposition we identify the function $\phi_{f}$ in Theorem 10.5.2.

Proposition 10.5.3. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13)$, and let $\phi_{f}$ be the one given by Theorem 10.5.2. Then $\phi_{f}=f^{* *}$.

Proof. By (1.3.3), and Proposition 1.4.1 we have

$$
\begin{equation*}
f^{* *}=\left(f^{* *}\right)^{* *} \leq\left(\operatorname{co}\left(\mathrm{sc}^{-} f\right)+I_{\operatorname{dom} f}\right)^{* *} \leq\left(f+I_{\operatorname{dom} f}\right)^{* *}=f^{* *}, \tag{10.5.10}
\end{equation*}
$$

therefore, by the definition of $f$ in Lemma 10.5.1, Proposition 10.4.3, and (10.5.10) the proof follows.

By the above results we deduce the following corollaries.

Corollary 10.5.4. Let $f$ as in (10.1.1) be convex and lower semicontinuous, and let $\bar{F}$ be given by (10.1.3). Then

$$
\bar{F}(\Omega, u)=\int_{\Omega} f(\nabla u) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|
$$

for every $\Omega \in \mathcal{A}_{0}$ convex, $u \in B V(\Omega)$.
Proof. Let us prove that the assumptions of Theorem 10.5.2 are fulfilled.
To do this, by using the convexity of $f$, we only have to verify that (10.1.13) is fulfilled. But this holds since the convexity of $f$ yields the following estimate

$$
f\left((1-t) z_{L}+t z\right)-f(z) \leq(1-t) f\left(z_{L}\right)+t f(z)-f(z) \leq(1-t) f\left(z_{L}\right)
$$

for every bounded subset $L$ of $\operatorname{dom} f, z_{L} \in \operatorname{int}(\operatorname{dom} f), z \in L, t \in[0,1]$, from which (10.1.13) follows.

The proof now follows from Theorem 10.5.2.
Corollary 10.5.5. Let $g: \mathbf{R}^{n} \rightarrow\left[0,+\infty\left[\right.\right.$ be continuous, and $C \subseteq \mathbf{R}^{n}$ be convex. Then

$$
\inf \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} g\left(\nabla u_{h}\right) d x:\left\{u_{h}\right\} \subseteq W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right)\right.
$$

for every $h \in \mathbf{N} \nabla u_{h}(x) \in C$ for a.e. $x \in \Omega, u_{h} \rightarrow u$ in $\left.L^{1}(\Omega)\right\}=$

$$
\begin{gathered}
=\int_{\Omega}\left(g+I_{C}\right)^{* *}(\nabla u) d x+\int_{\Omega}\left(\left(g+I_{C}\right)^{* *}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| \\
\text { for every } \Omega \in \mathcal{A}_{0} \text { convex, } u \in B V(\Omega)
\end{gathered}
$$

Proof. Follows from Theorem 10.5.2, and Proposition 10.5.3 applied with $f=g+I_{C}$, once we observe that $g+I_{C}$ satisfies conditions $(10.1 .11) \div$ (10.1.13), the last two being fulfilled by exploiting the uniform continuity of $g$ on the bounded subsets of $\mathbf{R}^{n}$.

## §10.6 Notations and Elementary Properties of Relaxed Functionals in the Dirichlet Case

In the present section we want to deduce analogous representation results, on Sobolev and $B V$ spaces, for relaxed functionals of integrals of the calculus of variations of the type of those considered in this chapter, but relatively to the case in which boundary data, possibly nonhomogeneous, are taken into account.

We point out that such deduction is not a direct consequence of the results of the previous sections. Therefore, given a Borel function $f$ as in (10.1.1), and a boundary datum $u_{0} \in W_{\text {loc }}^{1,1}\left(\mathbf{R}^{n}\right)$, we set for every $\Omega \in \mathcal{A}_{0}$

$$
\begin{gather*}
F_{0}\left(u_{0}, \Omega, \cdot\right): u \in L^{1}(\Omega) \mapsto  \tag{10.6.1}\\
\begin{cases}\int_{\Omega} f\left(\nabla u_{h}\right) d x & \text { if } u \in u_{0}+W_{0}^{1, \infty}(\Omega) \\
+\infty & \text { if } u \in L^{1}(\Omega) \backslash\left(u_{0}+W_{0}^{1, \infty}(\Omega)\right)\end{cases}
\end{gather*}
$$

and prove some integral representation results, when $\Omega \in \mathcal{A}_{0}$, for the relaxed functional sc ${ }^{-}\left(L^{1}(\Omega)\right) F_{0}\left(u_{0}, \Omega, \cdot\right)$ of $F_{0}\left(u_{0}, \Omega, \cdot\right)$.

To carry out this program the properties of $u_{0}$ will play a crucial role, and the results will rely deeply on whether $\operatorname{dom} f$ has interior points or not.

As in the previous sections, given $\Omega \in \mathcal{A}_{0}$, we set for the sake of simplicity

$$
\begin{equation*}
\overline{F_{0}}\left(u_{0}, \Omega, \cdot\right): u \in L^{1}(\Omega) \mapsto \mathrm{sc}^{-}\left(L^{1}(\Omega)\right) F_{0}\left(u_{0}, \Omega, u\right), \tag{10.6.2}
\end{equation*}
$$

and recall that, by Proposition 3.5.3, it results that

$$
\begin{gathered}
\overline{F_{0}}\left(u_{0}, \Omega, \cdot\right): u \in L^{1}(\Omega) \mapsto \min \left\{\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nabla u_{h}\right) d x:\right. \\
\left\{u_{h}\right\} \subseteq u_{0}+W_{0}^{1, \infty}(\Omega), \text { for every } h \in \mathbf{N} \nabla u_{h}(x) \in \operatorname{dom} f \text { for a.e. } x \in \Omega, \\
\left.u_{h} \rightarrow u \text { in } L^{1}(\Omega)\right\} \text { for every } \Omega \in \mathcal{A}_{0}, u \in L^{1}(\Omega)
\end{gathered}
$$

It is obvious that
for every $u_{0} \in W_{\text {loc }}^{1,1}\left(\mathbf{R}^{n}\right)$ and every $\Omega \in \mathcal{A}_{0}$,

$$
\begin{equation*}
\overline{F_{0}}\left(u_{0}, \Omega, \cdot\right) \text { is } L^{1}(\Omega) \text {-lower semicontinuous. } \tag{10.6.3}
\end{equation*}
$$

Proposition 10.6.1. Let $f$ be a Borel function as in (10.1.1), let $u_{0} \in$ $W_{\text {loc }}^{1,1}\left(\mathbf{R}^{n}\right)$, and let $\overline{F_{0}}\left(u_{0}, \cdot, \cdot\right)$ be given by (10.6.2). Then

$$
\overline{F_{0}}\left(u_{0}, \Omega^{\prime}, u\right) \leq \overline{F_{0}}\left(u_{0}, \Omega, u\right)+\int_{\Omega^{\prime} \backslash \Omega} f\left(\nabla u_{0}\right) d x
$$

whenever $\Omega, \Omega^{\prime} \in \mathcal{A}_{0}$ satisfy $\Omega \subseteq \Omega^{\prime}, u \in L^{1}(\Omega)$ with $u=u_{0}$ a.e. in $\Omega^{\prime} \backslash \Omega$. Proof. Let $\Omega, \Omega^{\prime}, u$ be as above. Clearly we can assume that $\overline{F_{0}}\left(u_{0}, \Omega, u\right)+$ $\int_{\Omega^{\prime} \backslash \Omega} f\left(\nabla u_{0}\right) d x<+\infty$. Then there exists $\left\{u_{h}\right\} \subseteq u_{0}+W_{0}^{1, \infty}(\Omega)$ such that $u_{h} \rightarrow u$ in $L^{1}(\Omega)$, and

$$
\begin{equation*}
\overline{F_{0}}\left(u_{0}, \Omega, u\right)=\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nabla u_{h}\right) d x \tag{10.6.4}
\end{equation*}
$$

It is obvious that, for every $h \in \mathbf{N}, u_{h}$ can be thought as an element of $u_{0}+W_{0}^{1, \infty}\left(\Omega^{\prime}\right)$ once we extend it by $u_{0}$ out of $\Omega$. Therefore, $u_{h} \rightarrow u$ in $L^{1}\left(\Omega^{\prime}\right)$, and by (10.6.4) it follows that

$$
\overline{F_{0}}\left(u_{0}, \Omega^{\prime}, u\right) \leq \liminf _{h \rightarrow+\infty} \int_{\Omega^{\prime}} f\left(\nabla u_{h}\right) d x=\overline{F_{0}}\left(u_{0}, \Omega, u\right)+\int_{\Omega^{\prime} \backslash \Omega} f\left(\nabla u_{0}\right) d x,
$$

which proves the proposition.
In order to represent the functional $\overline{F_{0}}\left(u_{0}, \Omega, \cdot\right)$ for bounded open sets $\Omega$ and boundary values $u_{0}$, suitable compatibility conditions on $\Omega$ and $u$ are needed, depending on whether $\operatorname{int}(\operatorname{dom} f)$ is empty or not. This leads to the introduction, for every $\Omega \in \mathcal{A}_{0}$, of the following classes of admissible boundary data

$$
\begin{equation*}
T_{0}(f, \Omega)=\left\{w \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right): \nabla w(x) \in \operatorname{dom} f \text { for a.e. } x \in \Omega\right\}, \tag{10.6.5}
\end{equation*}
$$

and, if $\operatorname{int}(\operatorname{dom} f) \neq \emptyset$, by

$$
\begin{gather*}
T_{1}(f, \Omega)=\left\{w \in W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right):\right. \text { there exists a compact set }  \tag{10.6.6}\\
\left.K_{w} \subseteq \operatorname{int}(\operatorname{dom} f) \text { such that } \nabla w(x) \in K_{w} \text { for a.e. } x \in \Omega\right\} .
\end{gather*}
$$

We observe explicitly that

$$
\begin{equation*}
\int_{\Omega} f\left(\nabla u_{0}\right) d x<+\infty \tag{10.6.7}
\end{equation*}
$$

whenever $\Omega \in \mathcal{A}_{0}, u_{0} \in T_{1}(f, \Omega)$, and provided (10.1.12) holds.

## §10.7 Relaxation of Dirichlet Problems

We start by treating the case in which

$$
\begin{equation*}
\operatorname{int}(\operatorname{dom} f) \neq \emptyset . \tag{10.7.1}
\end{equation*}
$$

Lemma 10.7.1. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13)$, (10.7.1), let $\overline{F_{0}}$ be given by (10.6.2), and $F^{(\infty)}$ by (10.4.1). Then

$$
\overline{F_{0}}\left(u_{0}, \Omega, u\right) \leq F^{(\infty)}(\Omega, u)
$$

for every $\Omega \in \mathcal{A}_{0}, u_{0} \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$, and $u \in u_{0}+W_{0}^{1, \infty}(\Omega)$
such that $\nabla u(x)$ belongs to a compact subset of $\operatorname{int}(\operatorname{dom} f)$ for a.e. $x \in \Omega$.

Proof. Let $\Omega, u$ be as above, let $K \subseteq \operatorname{int}(\operatorname{dom} f)$ be compact and such that $\nabla u(x) \in K$ for a.e. $x \in \Omega$, and assume that $F^{(\infty)}(\Omega, u)<\infty$.

Let $\varepsilon>0$, and let $\left\{u_{h}\right\} \subseteq W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$ be such that $u_{h} \rightarrow u$ in weak*$W^{1, \infty}(\Omega)$, and

$$
\begin{equation*}
F^{(\infty)}(\Omega, u)+\varepsilon \geq \lim _{h \rightarrow+\infty} \int_{\Omega} f\left(\nabla u_{h}\right) d x . \tag{10.7.2}
\end{equation*}
$$

Moreover, since $F^{(\infty)}(\Omega, u)<+\infty$, let $L_{\varepsilon}$ be a bounded subset of $\operatorname{dom} f$ such that $\nabla u_{h}(x) \in L_{\varepsilon} \cap \operatorname{dom} f$ for a.e. $x \in \Omega$ and definitively in $h$, and let $z_{L_{\varepsilon}}$ be given by (10.1.13). Clearly by (10.7.1) we have that

$$
\begin{equation*}
z_{L_{\varepsilon}} \in \operatorname{int}(\operatorname{dom} f) . \tag{10.7.3}
\end{equation*}
$$

Let now $A, B, B^{\prime} \in \mathcal{A}_{0}$ with $A \subset \subset B, B \subset \subset B^{\prime}, B^{\prime} \subset \subset \Omega$, let $\varphi \in C_{0}^{1}(B)$ satisfying

$$
\begin{equation*}
0 \leq \varphi \leq 1 \text { in } \mathbf{R}^{n}, \varphi=1 \text { in } A,\|\mid \nabla \varphi\|_{L^{\infty}\left(\mathbf{R}^{n}\right)} \leq \frac{2}{\operatorname{dist}(\partial B, A)} \tag{10.7.4}
\end{equation*}
$$

$t \in] 0,1\left[\right.$, and $\gamma_{t} \in C^{1}\left(\mathbf{R}^{n}\right)$ such that

$$
\begin{gather*}
t \leq \gamma_{t} \leq 1 \text { in } \mathbf{R}^{n}, \gamma_{t}=t \text { in } B, \gamma_{t}=1 \text { in } \mathbf{R}^{n} \backslash B^{\prime},  \tag{10.7.5}\\
\left\|\mid \nabla \gamma_{t}\right\|_{L^{\infty}\left(\mathbf{R}^{n}\right)} \leq \frac{2(1-t)}{\operatorname{dist}\left(\partial B^{\prime}, B\right)} .
\end{gather*}
$$

For every $h \in \mathbf{N}$, set $w_{h}^{t}=\gamma_{t}\left(\varphi u_{h}+(1-\varphi) u\right)+\left(1-\gamma_{t}\right) u_{z_{L_{\varepsilon}}}$. Then $w_{h}^{t} \in u_{0}+W_{0}^{1, \infty}(\Omega)$, and $w_{h}^{t} \rightarrow \gamma_{t} u+\left(1-\gamma_{t}\right) u_{z_{L_{\varepsilon}}}$ in weak ${ }^{*}-W^{1, \infty}(\Omega)$.

By (10.7.4) and (10.7.5) we have

$$
\begin{align*}
& \quad \overline{F_{0}}\left(u_{0}, \Omega, \gamma_{t} u+\left(1-\gamma_{t}\right) u_{z_{L_{\varepsilon}}}\right) \leq \liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nabla w_{h}^{t}\right) d x \leq  \tag{10.7.6}\\
& \leq \limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(t \nabla u_{h}+(1-t) z_{L_{\varepsilon}}\right) d x+\limsup _{h \rightarrow+\infty} \int_{B \backslash A} f\left(\nabla w_{h}^{t}\right) d x+ \\
& +\limsup _{h \rightarrow+\infty} \int_{B^{\prime} \backslash B} f\left(\nabla w_{h}^{t}\right) d x+\limsup _{h \rightarrow+\infty} \int_{\Omega \backslash B} f(\nabla u) d x .
\end{align*}
$$

Let us observe now that $\nabla w_{h}^{t}=t \varphi \nabla u_{h}+t(1-\varphi) \nabla u+(1-t) z_{L_{\varepsilon}}+$ $t\left(u_{h}-u\right) \nabla \varphi$ a.e. in $B \backslash A$, therefore, by (10.7.4) and (10.1.11), we get that $t \varphi(x) \nabla u_{h}(x)+t(1-\varphi(x)) \nabla u(x)+(1-t) z_{L_{\varepsilon}} \in(1-t) z_{L_{\varepsilon}}+t \operatorname{dom} f$ for a.e. $x \in B \backslash A$, and $h$ large enough. Moreover, since by (10.7.3) and (10.1.11), $\overline{(1-t) z_{L_{\varepsilon}}+t \operatorname{dom} f} \subseteq \operatorname{int}(\operatorname{dom} f)$, by the convergence in $L^{\infty}(B \backslash A)$ of $\left\{u_{h}\right\}$
to $u$ we deduce the existence of a compact subset $K_{t}$ of $\operatorname{int}(\operatorname{dom} f)$, and of $h_{t, A, B} \in \mathbf{N}$ such that

$$
\nabla w_{h}^{t}(x) \in K_{t} \text { for a.e. } x \in B \backslash A \text {, and every } h \geq h_{t, A, B} .
$$

Let us also observe that $\nabla w_{h}^{t}=\gamma_{t} \nabla u+\left(1-\gamma_{t}\right) z_{L_{\varepsilon}}+u \nabla \gamma_{t}$ a.e. in $B^{\prime} \backslash B$, therefore, since $\nabla u(x)$ belongs to a compact subset of $\operatorname{int}(\operatorname{dom} f)$ for a.e. $x \in B^{\prime} \backslash B$, by (10.7.5) and (10.7.3) we deduce the existence of a compact subset $H$ of $\operatorname{int}(\operatorname{dom} f)$ and of $\left.t_{B, B^{\prime}} \in\right] 0,1[$ such that $\nabla w_{h}^{t}(x) \in H$ for a.e. $x \in B^{\prime} \backslash B$ and every $h \in \mathbf{N}$, provided $\left.t \in\right] t_{B, B^{\prime}}, 1[$.

Because of this and (10.1.12) we obtain that there exists $M_{t}>0$ such that $f\left(\nabla w_{h}^{t}(x)\right) \leq M_{t}$ for a.e. $x \in B \backslash A$, and every $h \geq h_{t, A, B}$, and there exists $M>0$ such that $f\left(\nabla w_{h}^{t}(x)\right) \leq M$
for a.e. $x \in B^{\prime} \backslash B$, and every $h \in \mathbf{N}$ provided $\left.t \in\right] t_{B, B^{\prime}}, 1[$.
In addition, by (10.1.13), there exists $t_{\varepsilon} \in[0,1[$ such that

$$
\begin{equation*}
\int_{\Omega} f\left(t \nabla u_{h}+(1-t) z_{L_{\varepsilon}}\right) d x \leq \int_{\Omega} f\left(\nabla u_{h}\right) d x+\varepsilon \mathcal{L}^{n}(\Omega) \tag{10.7.9}
\end{equation*}
$$

for every $t \in] t_{\varepsilon}, 1[, h$ large enough.
Therefore, by (10.7.6) $\div(10.7 .9)$, and (10.7.2), we conclude that

$$
\begin{equation*}
\overline{F_{0}}\left(u_{0}, \Omega, \gamma_{t} u+\left(1-\gamma_{t}\right) u_{z_{L_{\varepsilon}}}\right) \leq \tag{10.7.10}
\end{equation*}
$$

$$
\leq F^{(\infty)}(\Omega, u)+\varepsilon \mathcal{L}^{n}(\Omega)+\varepsilon+M_{t} \mathcal{L}^{n}(B \backslash A)+M \mathcal{L}^{n}(\Omega \backslash B)+\sup _{z \in K} f(z) \mathcal{L}^{n}(\Omega \backslash B)
$$

By (10.7.10) and (10.6.3), since $\gamma_{t} u+\left(1-\gamma_{t}\right) u_{z_{L_{\varepsilon}}} \rightarrow u$ in $L^{1}(\Omega)$ as $t \rightarrow 1^{-}$, we deduce the lemma letting first $A$ increase to $B$, then $t$ increase to $1, B$ increase to $\Omega$, and finally $\varepsilon$ decrease to 0 .

Theorem 10.7.2. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13)$, (10.7.1), let $\overline{F_{0}}$ be given by (10.6.2), and $T_{1}(f, \cdot)$ by (10.6.6). Then

$$
\overline{F_{0}}\left(u_{0}, \Omega, u\right)=\int_{\Omega} f^{* *}(\nabla u) d x
$$

for every $\Omega \in \mathcal{A}_{0}, u_{0} \in T_{1}(f, \Omega), u \in u_{0}+W_{0}^{1, \infty}(\Omega)$.

Proof. Let $\Omega, u_{0}, u$ be as above. Let us first prove that

$$
\begin{equation*}
\overline{F_{0}}\left(u_{0}, \Omega, u\right) \leq \int_{\Omega} f^{* *}(\nabla u) d x \tag{10.7.11}
\end{equation*}
$$

To do this, we can assume that $\int_{\Omega} f^{* *}(\nabla u) d x<+\infty$, and that $0 \in$ $\operatorname{int}(\operatorname{dom} f)$, so that $\nabla u(x) \in \operatorname{dom} f^{* *}$ for a.e. $x \in \Omega$. Let $K \subseteq \operatorname{int}(\operatorname{dom} f)$ be compact and such that $\nabla u_{0}(x) \in K$ for a.e. $x \in \Omega$, and take $t \in[0,1[$. Then $t u+(1-t) u_{0} \in u_{0}+W_{0}^{1, \infty}(\Omega)$, and $t \nabla u(x)+(1-t) \nabla u_{0}(x) \in$ $t \operatorname{dom} f^{* *}+(1-t) K$ for a.e. $x \in \Omega$.

We now recall that if $A, B \subseteq \mathbf{R}^{n}$, and if $B$ is relatively compact, then $\overline{A+B}=\bar{A}+\bar{B}$. This, together with (1.3.6) of Proposition 1.3.2, and (10.1.11), implies that

$$
\overline{t \operatorname{dom} f^{* *}+(1-t) K}=t \overline{\operatorname{dom} f^{* *}}+(1-t) K=t \overline{\operatorname{dom} f}+(1-t) K
$$

therefore, since by Proposition 1.1.5 $t \overline{\operatorname{dom} f}+(1-t) z \subseteq \operatorname{ri}(\operatorname{dom} f)$ for every $z \in K$, we conclude that

$$
\overline{t \operatorname{dom} f^{* *}+(1-t) K} \subseteq \operatorname{ri}(\operatorname{dom} f)
$$

In conclusion, we have that $t \nabla u(x)+(1-t) \nabla u_{0}(x)$ belongs to a compact subset of $\operatorname{ri}(\operatorname{dom} f)$ for a.e. $x \in \Omega$, from which, together with (10.1.12), we deduce that

$$
F^{(\infty)}\left(\Omega, t u+(1-t) u_{0}\right) \leq \int_{\Omega} f\left(t \nabla u+(1-t) \nabla u_{0}\right) d x<+\infty
$$

Because of this, Lemma 10.7.1, Theorem 10.4.1, Proposition 10.4.3, Proposition 1.3.2, (1.4.2) and (1.4.3) of Proposition 1.4.1, and the convexity of $f^{* *}$, we thus obtain that

$$
\begin{gathered}
\overline{F_{0}}\left(u_{0}, \Omega, t u+(1-t) u_{0}\right) \leq F^{(\infty)}\left(\Omega, t u+(1-t) u_{0}\right)= \\
=\int_{\Omega}\left(\operatorname{co}\left(\mathrm{sc}^{-} f\right)\right)\left(t \nabla u+(1-t) \nabla u_{0}\right) d x=\int_{\Omega} f^{* *}\left(t \nabla u+(1-t) \nabla u_{0}\right) d x \leq \\
\leq t \int_{\Omega} f^{* *}(\nabla u) d x+(1-t) \int_{\Omega} f^{* *}\left(\nabla u_{0}\right) d x \text { for every } t \in[0,1[
\end{gathered}
$$

from which, together with (10.6.3), and (10.6.7), we deduce (10.7.11) taking the limit as $t$ increases to $1^{-}$.

In conclusion, by (10.7.11) and Theorem 7.4.6 applied to $f^{* *}$, the proof follows.

In order to extend Theorem 10.7.2 to wider classes of functions, we need the following approximation lemma.

Lemma 10.7.3. Let $\phi: \mathbf{R}^{n} \rightarrow[0, \infty]$ be convex and lower semicontinuous with $\operatorname{int}(\operatorname{dom} \phi) \neq \emptyset$, let $\Omega \in \mathcal{A}_{0}, T_{1}(\phi, \Omega)$ be given by (10.6.6), and $u_{0} \in$ $T_{1}(\phi, \Omega)$. Then for every $u \in B V(\Omega)$ with $\operatorname{spt}\left(u-u_{0}\right) \subseteq \Omega$ there exists $\left\{u_{h}\right\} \subseteq u_{0}+W_{0}^{1, \infty}(\Omega)$ such that $u_{h} \rightarrow u$ in $L^{1}(\Omega)$, and

$$
\limsup _{h \rightarrow+\infty} \int_{\Omega} \phi\left(\nabla u_{h}\right) d x \leq \int_{\Omega} \phi(\nabla u) d x+\int_{\Omega} \phi^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|
$$

Proof. Let us preliminarily observe that, as usual, we can assume that

$$
\begin{equation*}
0 \in \operatorname{int}(\operatorname{dom} \phi) \tag{10.7.12}
\end{equation*}
$$

Moreover, since $u_{0} \in T_{1}(\phi, \Omega)$, let $K \subseteq \operatorname{int}(\operatorname{dom} \phi)$ be compact, and such that $\nabla u_{0}(x) \in K$ for a.e. $x \in \Omega$.

Let $u \in B V(\Omega)$ with $\operatorname{spt}\left(u-u_{0}\right) \subseteq \Omega, \Omega^{\prime} \in \mathcal{A}_{0}$ with $\Omega^{\prime} \subset \subset \Omega$, and $\operatorname{spt}\left(u-u_{0}\right) \subseteq \Omega^{\prime}$. Let $\left.\varepsilon \in\right] 0, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)\left[\right.$, and $u_{\varepsilon}$ be the regularization of $u$ given by (4.1.2). Then Lemma 7.4.4 yields

$$
\begin{equation*}
\int_{\Omega^{\prime}} \phi\left(\nabla u_{\varepsilon}\right) d x \leq \int_{\Omega} \phi(\nabla u) d x+\int_{\Omega} \phi^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| . \tag{10.7.13}
\end{equation*}
$$

Let now $A, B \in \mathcal{A}_{0}$ with $\operatorname{spt}\left(u-u_{0}\right) \subseteq A, A \subset \subset B, B \subset \subset \Omega^{\prime}, t \in[0,1[$, and $\varphi \in C_{0}^{1}(B)$ with

$$
0 \leq \varphi \leq 1 \text { in } \mathbf{R}^{n}, \varphi=1 \text { in } A,\||\nabla \varphi|\|_{L^{\infty}\left(\mathbf{R}^{n}\right)} \leq \frac{2}{\operatorname{dist}(\partial B, A)}
$$

Let us set $w_{\varepsilon}^{t}=t^{2}(2-t)\left[\varphi u_{\varepsilon}+(1-\varphi) u_{0}\right]+(1-t)\left(1+t-t^{2}\right) u_{0}$. Then $w_{\varepsilon}^{t} \in u_{0}+W_{0}^{1, \infty}(\Omega)$, and $\operatorname{spt}\left(w_{\varepsilon}^{t}-u_{0}\right) \subseteq \Omega^{\prime}$.

By the convexity of $\phi$ we have

$$
\begin{gather*}
\int_{\Omega^{\prime}} \phi\left(\nabla w_{\varepsilon}^{t}\right) d x=  \tag{10.7.14}\\
=\int_{A} \phi\left(t^{2}(2-t) \nabla u_{\varepsilon}+(1-t)\left(1+t-t^{2}\right) \nabla u_{0}\right) d x+
\end{gather*}
$$

$$
+\int_{B \backslash A} \phi\left(t\left[t(2-t) \varphi \nabla u_{\varepsilon}+t(2-t)(1-\varphi) \nabla u_{0}+t(2-t)\left(u_{\varepsilon}-u_{0}\right) \nabla \varphi\right]+\right.
$$

$$
\left.+(1-t)\left(1+t-t^{2}\right) \nabla u_{0}\right) d x+\int_{\Omega^{\prime} \backslash B} \phi\left(\nabla u_{0}\right) d x \leq
$$

$$
\leq t^{2}(2-t) \int_{A} \phi\left(\nabla u_{\varepsilon}\right) d x+(1-t)\left(1+t-t^{2}\right) \int_{A} \phi\left(\nabla u_{0}\right) d x+
$$

$+t \int_{B \backslash A} \phi\left(t(2-t) \varphi \nabla u_{\varepsilon}+t(2-t)(1-\varphi) \nabla u_{0}+t(2-t)\left(u_{\varepsilon}-u_{0}\right) \nabla \varphi\right) d x+$

$$
\begin{gathered}
+(1-t) \int_{B \backslash A} \phi\left(\left(1+t-t^{2}\right) \nabla u_{0}\right) d x+\int_{\Omega^{\prime} \backslash B} \phi\left(\nabla u_{0}\right) d x \leq \\
\leq \int_{A} \phi\left(\nabla u_{\varepsilon}\right) d x+(1-t)\left(1+t-t^{2}\right) \int_{A} \phi\left(\nabla u_{0}\right) d x+ \\
+t^{2}(2-t) \int_{B \backslash A} \phi\left(\varphi \nabla u_{\varepsilon}+(1-\varphi) \nabla u_{0}\right) d x+ \\
+[1-t(2-t)] \int_{B \backslash A} \phi\left(\frac{t(2-t)}{1-t(2-t)}\left(u_{\varepsilon}-u_{0}\right) \nabla \varphi\right) d x+ \\
+(1-t) \int_{B \backslash A} \phi\left(\left(1+t-t^{2}\right) \nabla u_{0}\right) d x+\int_{\Omega^{\prime} \backslash B} \phi\left(\nabla u_{0}\right) d x \leq \\
\leq \int_{A} \phi\left(\nabla u_{\varepsilon}\right) d x+(1-t)\left(1+t-t^{2}\right) \int_{A} \phi\left(\nabla u_{0}\right) d x+\int_{B \backslash A} \phi\left(\nabla u_{\varepsilon}\right) d x+ \\
+\int_{B \backslash A} \phi\left(\nabla u_{0}\right) d x+[1-t(2-t)] \int_{B \backslash A} \phi\left(\frac{t(2-t)}{1-t(2-t)}\left(u_{\varepsilon}-u_{0}\right) \nabla \varphi\right) d x+ \\
+(1-t) \int_{B \backslash A} \phi\left(\left(1+t-t^{2}\right) \nabla u_{0}\right) d x+\int_{\Omega^{\prime} \backslash B} \phi\left(\nabla u_{0}\right) d x .
\end{gathered}
$$

We now observe that $u_{\varepsilon} \rightarrow u_{0}$ in $L^{\infty}(B \backslash A)$ from which, together with (10.7.12), and the local boundedness of $\phi$ in int $(\operatorname{dom} \phi)$, we get that
(10.7.15) $\limsup _{\varepsilon \rightarrow 0^{+}} \int_{B \backslash A} \phi\left(\frac{t(2-t)}{1-t(2-t)}\left(u_{\varepsilon}-u_{0}\right) \nabla \varphi\right) d x=\phi(0) \mathcal{L}^{n}(B \backslash A)$ for every $t \in[0,1[$.

Therefore, by (10.7.14), (10.7.13), and (10.7.15), we conclude that

$$
\begin{gather*}
\limsup _{\varepsilon \rightarrow 0^{+}} \int_{\Omega} \phi\left(\nabla w_{\varepsilon}^{t}\right) d x=  \tag{10.7.16}\\
=\limsup _{\varepsilon \rightarrow 0^{+}} \int_{\Omega^{\prime}} \phi\left(\nabla w_{\varepsilon}^{t}\right) d x+\int_{\Omega \backslash \Omega^{\prime}} \phi\left(\nabla u_{0}\right) d x \leq
\end{gather*}
$$

$$
\leq \int_{\Omega} \phi(\nabla u) d x+\int_{\Omega} \phi^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+(1-t)\left(1+t-t^{2}\right) \int_{A} \phi\left(\nabla u_{0}\right) d x+
$$

$$
+\int_{\Omega \backslash A} \phi\left(\nabla u_{0}\right) d x+[1-t(2-t)] \phi(0) \mathcal{L}^{n}(B \backslash A)+
$$

$$
+(1-t) \int_{B \backslash A} \phi\left(\left(1+t-t^{2}\right) \nabla u_{0}\right) d x \text { for every } t \in[0,1[
$$

At this point we observe that, for $t$ is sufficiently close to $1,\left(1+t-t^{2}\right) K$ too is a compact subset of $\operatorname{int}(\operatorname{dom} \phi)$, therefore, by (10.7.16), and again the local boundedness of $\phi$ in int $(\operatorname{dom} \phi)$, we deduce that

$$
\begin{gather*}
\limsup _{t \rightarrow 1^{-}} \limsup _{\varepsilon \rightarrow 0^{+}} \int_{\Omega} \phi\left(\nabla w_{\varepsilon}^{t}\right) d x \leq  \tag{10.7.17}\\
\leq \int_{\Omega} \phi(\nabla u) d x+\int_{\Omega} \phi^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\int_{\Omega \backslash A} \phi\left(\nabla u_{0}\right) d x .
\end{gather*}
$$

In conclusion, once we observe that, for fixed $t \in[0,1[$, we have that $w_{\varepsilon}^{t} \rightarrow t^{2}(2-t)\left[\varphi u+(1-\varphi) u_{0}\right]+(1-t)\left(1+t-t^{2}\right) u_{0}=t^{2}(2-t) u+(1-t)(1+$ $\left.t-t^{2}\right) u_{0}$ in $L^{1}(\Omega)$ as $e \rightarrow 0^{+}$, and that $t^{2}(2-t) u+(1-t)\left(1+t-t^{2}\right) u_{0} \rightarrow u$ in $L^{1}(\Omega)$ as $t \rightarrow 1^{-}$, by (10.7.17) the proof follows letting also $A$ increase to $\Omega$.

We are now in a position to prove the representation results for $\overline{F_{0}}$ under assumption (10.7.1). Let us start with a case concerning continuous Sobolev functions.

Theorem 10.7.4. Let $f$ be a Borel function as in (10.1.1) satisfying $(10.1 .11) \div(10.1 .13)$, (10.7.1), let $\overline{F_{0}}$ be given by $(10.6 .2)$, and $T_{1}(f, \cdot)$ by (10.6.6),. Then

$$
\overline{F_{0}}\left(u_{0}, \Omega, u\right)=\int_{\Omega} f^{* *}(\nabla u) d x
$$

for every $\Omega \in \mathcal{A}_{0}, u_{0} \in T_{1}(f, \Omega), u \in\left(u_{0}+W_{0}^{1,1}(\Omega)\right) \cap C^{0}(\bar{\Omega})$.
Proof. Let $\Omega, u_{0}, u$ be as above. Let us first prove that

$$
\begin{equation*}
\overline{F_{0}}\left(u_{0}, \Omega, u\right) \leq \int_{\Omega} f^{* *}(\nabla u) d x \tag{10.7.18}
\end{equation*}
$$

To do this, let us assume that $\int_{\Omega} f^{* *}(\nabla u) d x<+\infty$, and observe that, by (10.6.7), we have that $\int_{\Omega} f^{* *}\left(\nabla u_{0}\right) d x \leq \int_{\Omega} f\left(\nabla u_{0}\right) d x<+\infty$.

Let $\sigma>0, \vartheta_{\sigma} \in W^{1, \infty}(\mathbf{R})$ be given by

$$
\vartheta_{\sigma}: t \in \mathbf{R} \mapsto \max \{\min \{t+\sigma, 0\}, t-\sigma\}
$$

and set $v_{\sigma}=u_{0}+\vartheta_{\sigma}\left(u-u_{0}\right)$. Then, being $u$ continuous in $\mathbf{R}^{n}$, it turns out that $v_{\sigma} \in W^{1,1}(\Omega)$, and $\operatorname{spt}\left(v_{\sigma}-u_{0}\right) \subseteq \Omega$.

By Lemma 10.7.3 applied with $\phi=f^{* *}$, let $\left\{u_{h}\right\} \subseteq u_{0}+W_{0}^{1, \infty}(\Omega)$ with $u_{h} \rightarrow v_{\sigma}$ in $L^{1}(\Omega)$, and

$$
\begin{equation*}
\limsup _{h \rightarrow+\infty} \int_{\Omega} f^{* *}\left(\nabla u_{h}\right) d x \leq \int_{\Omega} f^{* *}\left(\nabla v_{\sigma}\right) d x \tag{10.7.19}
\end{equation*}
$$

Then, by (10.6.3), Theorem 10.7.2, (10.7.19), and the convexity of $f^{* *}$ we obtain that

$$
\begin{equation*}
\overline{F_{0}}\left(u_{0}, \Omega, v_{\sigma}\right) \leq \liminf _{h \rightarrow+\infty} \overline{F_{0}}\left(u_{0}, \Omega, u_{h}\right)= \tag{10.7.20}
\end{equation*}
$$

$$
=\liminf _{h \rightarrow+\infty} \int_{\Omega} f^{* *}\left(\nabla u_{h}\right) d x \leq \int_{\Omega} f^{* *}\left(\nabla v_{\sigma}\right) d x \leq
$$

$$
\leq \int_{\Omega} \vartheta_{\sigma}^{\prime}\left(u-u_{0}\right) f^{* *}(\nabla u) d x+\int_{\Omega}\left(1-\vartheta_{\sigma}^{\prime}\left(u-u_{0}\right)\right) f^{* *}\left(\nabla u_{0}\right) d x=
$$

$$
=\int_{\left\{x \in \Omega:\left|u(x)-u_{0}(x)\right|>\sigma\right\}} f^{* *}(\nabla u) d x+\int_{\left\{x \in \Omega:\left|u(x)-u_{0}(x)\right| \leq \sigma\right\}} f^{* *}\left(\nabla u_{0}\right) d x
$$

We now observe that $v_{\sigma} \rightarrow u$ in $L^{1}(\Omega)$, and that, being $\int_{\Omega} f^{* *}(\nabla u) d x$ and $\int_{\Omega} f^{* *}\left(\nabla u_{0}\right) d x$ finite, it results that

$$
\begin{align*}
& \lim _{\sigma \rightarrow 0^{+}} \int_{\left\{x \in \Omega:\left|u(x)-u_{0}(x)\right|>\sigma\right\}} f^{* *}(\nabla u) d x=  \tag{10.7.21}\\
= & \int_{\left\{x \in \Omega:\left|u(x)-u_{0}(x)\right|>0\right\}} f^{* *}(\nabla u) d x,
\end{align*}
$$

$$
\lim _{\sigma \rightarrow 0^{+}} \int_{\left\{x \in \Omega:\left|u(x)-u_{0}(x)\right| \leq \sigma\right\}} f^{* *}(\nabla u) d x=\int_{\left\{x \in \Omega: u(x)=u_{0}(x)\right\}} f^{* *}\left(\nabla u_{0}\right) d x
$$

Hence, once we recall that $\nabla u_{0}=\nabla u$ a.e. in $\left\{x \in \Omega: u(x)=u_{0}(x)\right\}$, by (10.6.3), (10.7.20), and (10.7.21) we deduce as $\sigma \rightarrow 0^{+}$that

$$
\begin{aligned}
& \overline{F_{0}}\left(u_{0}, \Omega, u\right) \leq \liminf _{\sigma \rightarrow 0^{+}}^{\overline{F_{0}}}\left(u_{0}, \Omega, v_{\sigma}\right) \leq \\
& \leq \int_{\left\{x \in \Omega:\left|u(x)-u_{0}(x)\right|>0\right\}} f^{* *}(\nabla u) d x+\int_{\left\{x \in \Omega: u(x)=u_{0}(x)\right\}} f^{* *}\left(\nabla u_{0}\right) d x= \\
& =\int_{\left\{x \in \Omega:\left|u(x)-u_{0}(x)\right|>0\right\}} f^{* *}(\nabla u) d x+\int_{\left\{x \in \Omega: u(x)=u_{0}(x)\right\}} f^{* *}(\nabla u) d x= \\
& =\int_{\Omega} f^{* *}(\nabla u) d x
\end{aligned}
$$

that is (10.7.18).
Finally, by (10.7.18), and Theorem 7.4.6 applied to $f^{* *}$, the proof follows.

In order to prove the representation result for $\overline{F_{0}}$ on $B V$ spaces, we need the following lemma.

Lemma 10.7.5. Let $f$ be a Borel function as in (10.1.1), $u_{0} \in W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right)$, $x_{0} \in \mathbf{R}^{n}$ such that $T\left[x_{0}\right] u_{0}-u_{0}\left(x_{0}\right)$ is positively 1-homogeneous, and let $\overline{F_{0}}$ be given by (10.6.2). Then
$\overline{F_{0}}\left(u_{0}, \Omega, u\right) \leq \liminf _{t \rightarrow 1^{+}} \overline{F_{0}}\left(u_{0}, x_{0}+t\left(\Omega-x_{0}\right), u\right)$ for every $\Omega \in \mathcal{A}_{0}, u \in L^{1}(\Omega)$.

Proof. Let $\Omega, u$ be as above, let us take $t>1$, and assume that $\overline{F_{0}}\left(u_{0}, x_{0}+\right.$ $\left.t\left(\Omega-x_{0}\right), u\right)<\infty$, so that there exists $\left\{u_{h}\right\} \subseteq u_{0}+W_{0}^{1, \infty}\left(x_{0}+t\left(\Omega-x_{0}\right)\right)$, with $u_{h} \rightarrow u$ in $L^{1}\left(x_{0}+t\left(\Omega-x_{0}\right)\right)$, and

$$
\begin{equation*}
\overline{F_{0}}\left(u_{0}, x_{0}+t\left(\Omega-x_{0}\right), u\right) \geq \liminf _{h \rightarrow+\infty} \int_{x_{0}+t\left(\Omega-x_{0}\right)} f\left(\nabla u_{h}\right) d y \tag{10.7.22}
\end{equation*}
$$

For every $h \in \mathbf{N}$ we set $v_{h}=u_{0}\left(x_{0}\right)+T\left[-x_{0}\right] O_{t} T\left[x_{0}\right]\left(u_{h}-u_{0}\left(x_{0}\right)\right)$. Then $v_{h} \in u_{0}\left(x_{0}\right)+T\left[-x_{0}\right] O_{t} T\left[x_{0}\right]\left(u_{0}-u_{0}\left(x_{0}\right)\right)+W_{0}^{1, \infty}(\Omega)$, and hence, by the 1 -homogeneity of $T\left[x_{0}\right] u_{0}-u_{0}\left(x_{0}\right), v_{h} \in u_{0}+W_{0}^{1, \infty}(\Omega)$. Moreover $v_{h} \rightarrow u_{0}\left(x_{0}\right)+T\left[-x_{0}\right] O_{t} T\left[x_{0}\right]\left(u-u_{0}\left(x_{0}\right)\right)$ in $L^{1}(\Omega)$, and

$$
\int_{\Omega} f\left(\nabla v_{h}\right) d x=\frac{1}{t^{n}} \int_{x_{0}+t\left(\Omega-x_{0}\right)} f\left(\nabla u_{h}\right) d y
$$

This, together with (10.7.22), yields

$$
\begin{align*}
& \overline{F_{0}}\left(u_{0}, x_{0}+t\left(\Omega-x_{0}\right), u\right) \geq t^{n} \liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nabla v_{h}\right) d x \geq  \tag{10.7.23}\\
\geq & t^{n} \overline{F_{0}}\left(u_{0}, \Omega, u_{0}\left(x_{0}\right)+T\left[-x_{0}\right] O_{t} T\left[x_{0}\right]\left(u-u_{0}\left(x_{0}\right)\right)\right) .
\end{align*}
$$

In conclusion by (10.7.23), the fact that $u_{0}\left(x_{0}\right)+T\left[-x_{0}\right] O_{t} T\left[x_{0}\right](u-$ $\left.u_{0}\left(x_{0}\right)\right) \rightarrow u$ in $L^{1}(\Omega)$ as $t \rightarrow 1^{+}$, and (10.6.3), we obtain the lemma.

Theorem 10.7.6. Let $f$ be a Borel function as in (10.1.1) satisfying $(10.1 .11) \div(10.1 .13)$, (10.7.1), let $\overline{F_{0}}$ be given by $(10.6 .2)$, and $T_{1}(f, \cdot)$ by (10.6.6). Then

$$
\begin{gathered}
\overline{F_{0}}\left(u_{0}, \Omega, u\right)= \\
=\int_{\Omega} f^{* *}(\nabla u) d x+\int_{\Omega}\left(f^{* *}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\int_{\partial \Omega}\left(f^{* *}\right)^{\infty}\left(\left(u_{0}-u\right) \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1}
\end{gathered}
$$

for every $\Omega \in \mathcal{A}_{0}$ convex, $u_{0} \in T_{1}(f, \Omega)$ for which there exists $x_{0} \in \Omega$ such that $T\left[x_{0}\right] u_{0}-u_{0}\left(x_{0}\right)$ is positively 1-homogeneous, and $u \in B V(\Omega)$.

Proof. Let $\Omega, u_{0}, u$ be as above.
Being $u_{0} \in T_{1}(f, \Omega)$, let $K \subseteq \operatorname{int}(\operatorname{dom} f)$ be compact and such that $\nabla u_{0}(x) \in K$ for a.e. $x \in \Omega$. Let us observe that, by the 1-homogeneity of $T\left[x_{0}\right] u_{0}-u_{0}\left(x_{0}\right), \nabla u_{0}(x) \in K$ for a.e. $x \in \mathbf{R}^{n}$.

We can clearly assume that $0 \in \operatorname{int}(\operatorname{dom} f)$, and $x_{0}=0$. Consequently $u_{0}-u_{0}(0)$ turns out to be positively 1-homogeneous.

Let us first prove that

$$
\begin{equation*}
\overline{F_{0}}\left(u_{0}, \Omega, u\right) \leq \tag{10.7.24}
\end{equation*}
$$

$\leq \int_{\Omega} f^{* *}(\nabla u) d x+\int_{\Omega}\left(f^{* *}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\int_{\partial \Omega}\left(f^{* *}\right)^{\infty}\left(\left(u_{0}-u\right) \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1}$.
To do this we first define $\hat{u}$ as the extension of $u$ to the whole $\mathbf{R}^{n}$ obtained by defining $\hat{u}=u_{0}$ in $\mathbf{R}^{n} \backslash \Omega$, and take $t>1$. Then the convexity of $\Omega$ yields that $\Omega \subset \subset t \Omega$ and that $\operatorname{spt}\left(\hat{u}-u_{0}\right) \subseteq t \Omega$. Moreover, being $\Omega$ convex, and hence with Lipschitz boundary, we also have that $\hat{u} \in B V(t \Omega)$.

Let $\left\{u_{h}\right\} \subseteq u_{0}+W_{0}^{1, \infty}(t \Omega)$ be given by Lemma 10.7 .3 applied with $\phi=f^{* *}$. Then $u_{h} \rightarrow \hat{u}$ in $L^{1}(t \Omega)$ and by (10.6.3) and Theorem 10.7.2, we obtain that

$$
\begin{equation*}
\overline{F_{0}}\left(u_{0}, t \Omega, \hat{u}\right) \leq \liminf _{h \rightarrow+\infty} \overline{F_{0}}\left(u_{0}, t \Omega, u_{h}\right)= \tag{10.7.25}
\end{equation*}
$$

$$
=\liminf _{h \rightarrow+\infty} \int_{t \Omega} f^{* *}\left(\nabla u_{h}\right) d x \leq \int_{t \Omega} f^{* *}(\nabla \hat{u}) d x+\int_{t \Omega}\left(f^{* *}\right)^{\infty}\left(\nabla^{\mathrm{s}} \hat{u}\right) d\left|D^{\mathrm{s}} \hat{u}\right| \leq
$$

$$
\leq \int_{\Omega} f^{* *}(\nabla u) d x+\int_{t \Omega \backslash \Omega} f\left(\nabla u_{0}\right) d x+
$$

$$
+\int_{\Omega}\left(f^{* *}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\int_{\partial \Omega}\left(f^{* *}\right)^{\infty}\left(\nabla^{\mathrm{s}} \hat{u}\right) d\left|D^{\mathrm{s}} \hat{u}\right|
$$

At this point, once we recall that $D \hat{u}=\left(u_{0}-u\right) \mathbf{n}_{\Omega} \mathcal{H}^{n-1}$ on $\partial \Omega$, by (10.7.25), (10.6.7), and the 1-homogeneity of $\left(f^{* *}\right)^{\infty}$, we infer that

$$
\begin{equation*}
\limsup _{t \rightarrow 1^{+}} \overline{F_{0}}\left(u_{0}, t \Omega, \hat{u}\right) \leq \tag{10.7.26}
\end{equation*}
$$

$\leq \int_{\Omega} f^{* *}(\nabla u) d x+\int_{\Omega}\left(f^{* *}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\int_{\partial \Omega}\left(f^{* *}\right)^{\infty}\left(\left(u_{0}-u\right) \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1}$.
Therefore, by Lemma 10.7 .5 and (10.7.26), since $\overline{F_{0}}\left(u_{0}, \Omega, \hat{u}\right)=\overline{F_{0}}\left(u_{0}, \Omega, u\right)$, inequality (10.7.24) follows.

We now prove the reverse inequality in (10.7.24).
Let $t>1$. Then by Proposition 10.6.1, (10.6.7), and Theorem 7.4.6 we infer that

$$
\geq \int_{t \Omega} f^{* *}(\nabla \hat{u}) d x+\int_{t \Omega}\left(f^{* *}\right)^{\infty}\left(\nabla^{\mathrm{s}} \hat{u}\right) d\left|D^{\mathrm{s}} \hat{u}\right|-\int_{t \Omega \backslash \Omega} f\left(\nabla u_{0}\right) d x=
$$

$$
\begin{gathered}
=\int_{\Omega} f^{* *}(\nabla u) d x+\int_{t \Omega \backslash \Omega} f^{* *}\left(\nabla u_{0}\right) d x+\int_{\Omega}\left(f^{* *}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+ \\
\quad+\int_{\partial \Omega}\left(f^{* *}\right)^{\infty}\left(\left(u_{0}-u\right) \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1}-\int_{t \Omega \backslash \Omega} f\left(\nabla u_{0}\right) d x
\end{gathered}
$$

therefore as $t \rightarrow 1^{+}$, since $\nabla u_{0}(x) \in K$ for a.e. $x \in \mathbf{R}^{n} \backslash \Omega$, we deduce from (10.6.7) and (10.7.27) that

$$
\begin{equation*}
\overline{F_{0}}\left(u_{0}, \Omega, u\right) \geq \tag{10.7.28}
\end{equation*}
$$

$$
\geq \int_{\Omega} f^{* *}(\nabla u) d x+\int_{\Omega}\left(f^{* *}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\int_{\partial \Omega}\left(f^{* *}\right)^{\infty}\left(\left(u_{0}-u\right) \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1}
$$

By (10.7.24) and (10.7.28) the proof follows.
By Theorem 10.7.6 we deduce the following corollaries.
Corollary 10.7.7. Let $f$ as in (10.1.1) be convex, lower semicontinuous, and satisfying (10.7.1), let $\overline{F_{0}}$ be given by (10.6.2), and $T_{1}(f, \cdot)$ by (10.6.6). Then

$$
\begin{gathered}
\overline{F_{0}}\left(u_{0}, \Omega, u\right)= \\
=\int_{\Omega} f(\nabla u) d x+\int_{\Omega} f^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\int_{\partial \Omega} f^{\infty}\left(\left(u_{0}-u\right) \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1}
\end{gathered}
$$

for every $\Omega \in \mathcal{A}_{0}$ convex, $u_{0} \in T_{1}(f, \Omega)$ for which there exists $x_{0} \in \Omega$ such that $T\left[x_{0}\right] u_{0}-u_{0}\left(x_{0}\right)$ is positively 1-homogeneous, and $u \in B V(\Omega)$.

Proof. As in the proof of Corollary 10.5.4, the assumptions on $f$ imply that $(10.1 .11) \div(10.1 .13)$, and (10.7.1) are fulfilled.

Therefore the proof follows from Theorem 10.7.6.
Corollary 10.7.8. Let $g: \mathbf{R}^{n} \rightarrow\left[0,+\infty\left[\right.\right.$ be continuous, and $C \subseteq \mathbf{R}^{n}$ be convex and with $\operatorname{int}(C) \neq \emptyset$. Let $\overline{F_{0}}$ be given by (10.6.2) with $f=g+I_{C}$, and $T_{1}\left(I_{C}, \cdot\right)$ by (10.6.6). Then

$$
\begin{aligned}
\overline{F_{0}}\left(u_{0}, \Omega, u\right)= & \int_{\Omega}\left(g+I_{C}\right)^{* *}(\nabla u) d x+\int_{\Omega}\left(\left(g+I_{C}\right)^{* *}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+ \\
& +\int_{\partial \Omega}\left(\left(g+I_{C}\right)^{* *}\right)^{\infty}\left(\left(u_{0}-u\right) \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1}
\end{aligned}
$$

for every $\Omega \in \mathcal{A}_{0}$ convex , $u_{0} \in T_{1}\left(I_{C}, \Omega\right)$ for which there exists $x_{0} \in \Omega$ such that $T\left[x_{0}\right] u_{0}-u_{0}\left(x_{0}\right)$ is positively 1-homogeneous, and $u \in B V(\Omega)$.

Proof. Follows from Theorem 10.7.6 applied with $f=g+I_{C}$, once we observe that $g+I_{C}$ satisfies conditions $(10.1 .11) \div(10.1 .13)$, the last two
being fulfilled by exploiting the uniform continuity of $g$ on the bounded subsets of $\mathbf{R}^{n}$.

We now treat the case when

$$
\begin{equation*}
\operatorname{int}(\operatorname{dom} f)=\emptyset, \tag{10.7.29}
\end{equation*}
$$

in which the situation is much simpler than the one described under assumption (10.7.1).
Lemma 10.7.9. Let $f$ be a Borel function as in (10.1.1) satisfying (10.7.29), let $\Omega \in \mathcal{A}_{0}, T_{0}(f, \Omega)$ be given by (10.6.5), $u_{0} \in T_{0}(f, \Omega)$, and $u \in u_{0}+$ $W_{0}^{1, \infty}(\Omega)$ with $\int_{\Omega} f(\nabla u) d x<\infty$. Then $u=u_{0}$.
Proof. By (10.7.29), let us first prove the lemma by assuming that

$$
\begin{align*}
\operatorname{aff}(\operatorname{dom} f)= & \mathbf{R}^{k} \times\left\{0_{n-k}\right\} \text { for some } k \in\{1, \ldots, n-1\},  \tag{10.7.30}\\
& \text { or } \operatorname{aff}(\operatorname{dom} f)=\{0\} .
\end{align*}
$$

If $\int_{\Omega} f(\nabla u) d x<\infty$, then

$$
\nabla u(x) \in \operatorname{dom} f \text { for a.e. } x \in \Omega \text {, }
$$

therefore, since $u_{0} \in T_{0}(f, \Omega)$, by (10.7.30) we infer that $u-u_{0} \in W_{0}^{1, \infty}(\Omega)$, and that $\nabla_{k+1}\left(u-u_{0}\right)=0, \ldots, \nabla_{n}\left(u-u_{0}\right)=0$ a.e. in $\Omega$, or that $\nabla\left(u-u_{0}\right)=$ 0 a.e. in $\Omega$. Because of this, we get that $u=u_{0}$.

In order to treat the case when (10.7.30) is dropped, let us denote by $k \in\{0,1, \ldots, n-1\}$ the dimension of aff $(\operatorname{dom} f)$, and let $A: y \in \mathbf{R}^{n} \mapsto$ $M_{A} y+b \in \mathbf{R}^{n}$ be an affine transformation such that $\operatorname{det} M_{A}=1$, and $A(\operatorname{aff}(\operatorname{dom} f))=\mathbf{R}^{k} \times\left\{0_{n-k}\right\}$ if $k>0$, or $A(\operatorname{aff}(\operatorname{dom} f))=\{0\}$ if $k=0$.

Let us set $f_{A}: z \in \mathbf{R}^{n} \mapsto f\left(A^{-1}(z)\right), u_{0}^{A}: y \in \mathbf{R}^{n} \mapsto u_{0}(A(y))+b \cdot y$, and $u^{A}: y \in \mathbf{R}^{n} \mapsto u(A(y))+b \cdot y$. Then $f_{A}$ is a Borel function satisfying (10.7.30) with $f_{A}$ in place of $f, u_{0}^{A} \in T_{0}\left(f_{A}, A^{-1}(\Omega)\right), u^{A} \in u_{0}^{A}+W_{0}^{1, \infty}\left(A^{-1}(\Omega)\right)$, and $\int_{A^{-1}(\Omega)} f_{A}\left(\nabla u^{A}\right) d y=\int_{\Omega} f(\nabla u) d x<+\infty$. Therefore, by the particular case above considered, we conclude that $u^{A}=u_{0}^{A}$, that is $u=u_{0}$.

By Lemma 10.7.9 we deduce the following representation result.
Theorem 10.7.10. Let $f$ be a Borel function as in (10.1.1) satisfying (10.7.29), $\overline{F_{0}}$ be given by (10.6.2), and $T_{0}(f, \cdot)$ by (10.6.5). Then

$$
\begin{gathered}
\overline{F_{0}}\left(u_{0}, \Omega, u\right)= \begin{cases}\int_{\Omega} f\left(\nabla u_{0}\right) d x & \text { if } u=u_{0} \text { a.e. in } \Omega \\
+\infty & \text { otherwise }\end{cases} \\
\text { for every } \Omega \in \mathcal{A}_{0}, u_{0} \in T_{0}(f, \Omega), u \in L^{1}(\Omega) .
\end{gathered}
$$

Proof. Trivial by Lemma 10.7.9.

## §10.8 Applications to Minimum Problems

In this section we apply the relaxation results of the present chapter to the study of some classes of minimum problems.

If $f$ is as in (10.1.1), and $p \in[1,+\infty]$, we assume that $f$ satisfies the following coerciveness conditions

$$
\begin{cases}|z|^{p} \leq f(z) \text { for every } z \in \mathbf{R}^{n} & \text { if } p \in[1,+\infty[  \tag{10.8.1}\\ \operatorname{dom} f \text { is bounded } & \text { if } p=+\infty\end{cases}
$$

We observe that, by using (1.3.3), conditions in (10.8.1) imply that

$$
\begin{cases}|z|^{p} \leq f^{* *}(z) \text { for every } z \in \mathbf{R}^{n} & \text { if } p \in[1,+\infty[  \tag{10.8.2}\\ \operatorname{dom} f^{* *} \text { is bounded } & \text { if } p=+\infty\end{cases}
$$

We start with the case of Neumann minimum problems.
Theorem 10.8.1. Let $p \in[1,+\infty]$, and $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13)$, and (10.8.1). Let $\Omega \in \mathcal{A}_{0}$ be convex, $\lambda \in$ $] 0,+\infty[$, and $r \in] 1, p^{*}[$. Then (10.8.2) holds. Moreover,
i) if $p \in] 1,+\infty]$, and $\beta \in L^{p^{\prime}}(\Omega)$, then

$$
\begin{align*}
& \text { 3.3) } \quad \inf \left\{\int_{\Omega} f(\nabla u) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x: u \in W^{1, \infty}(\Omega)\right\}=  \tag{10.8.3}\\
& =\min \left\{\int_{\Omega} f^{* *}(\nabla u) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x: u \in W^{1, p}(\Omega)\right\}
\end{align*}
$$

the minimizing sequences of the functional in the left-hand side of (10.8.3) are compact in $L^{p}(\Omega)$, and their converging subsequences converge to solutions of the right-hand side of (10.8.3),
ii) if $p=1$, and $\beta \in L^{r^{\prime}}(\Omega)$, then

$$
\begin{align*}
& \inf \left\{\int_{\Omega} f(\nabla u) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x: u \in W^{1, \infty}(\Omega)\right\}=  \tag{10.8.4}\\
& =\min \left\{\int_{\Omega} f^{* *}(\nabla u) d x+\int_{\Omega}\left(f^{* *}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\right. \\
& \left.\quad+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x: u \in B V(\Omega)\right\}
\end{align*}
$$

the minimizing sequences of the functional in the left-hand side of (10.8.4) are compact in $L^{r}(\Omega)$, and their converging subsequences converge to solutions of the right-hand side of (10.8.4).

Proof. We first prove i).

Let $F(\Omega, \cdot)$ be given by (10.1.2), let us set $s=\max \{p, r\}$, and prove that

$$
\mathrm{sc}^{-}\left(L^{s}(\Omega)\right) F(\Omega, u)= \begin{cases}\int_{\Omega} f^{* *}(\nabla u) d x & \text { if } u \in W^{1, p}(\Omega)  \tag{10.8.5}\\ +\infty & \text { if } u \in L^{s}(\Omega) \backslash W^{1, p}(\Omega)\end{cases}
$$

for every $u \in L^{s}(\Omega)$.
By Theorem 10.5.2 and Proposition 10.5.3 it follows that

$$
\operatorname{sc}^{-}\left(L^{1}(\Omega)\right) F(\Omega, u) \leq \begin{cases}\int_{\Omega} f^{* *}(\nabla u) d x & \text { if } u \in W^{1, p}(\Omega)  \tag{10.8.6}\\ +\infty & \text { if } u \in L^{1}(\Omega) \backslash W^{1, p}(\Omega)\end{cases}
$$

$$
\text { for every } u \in L^{1}(\Omega)
$$

On the other side, if $u \in L^{s}(\Omega)$ is such that $\mathrm{sc}^{-}\left(L^{1}(\Omega)\right) F(\Omega, u)<+\infty$, let $\left\{u_{h}\right\} \subseteq W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$ be such that $u_{h} \rightarrow u$ in $L^{1}(\Omega)$, and

$$
\mathrm{sc}^{-}\left(L^{1}(\Omega)\right) F(\Omega, u)=\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nabla u_{h}\right) d x
$$

Then, by (10.8.1), Lemma 4.4.2, and the Rellich-Kondrachov Compactness Theorem we conclude that $u_{h} \rightarrow u$ in $L^{s}(\Omega)$, from which it follows that

$$
\begin{equation*}
\operatorname{sc}^{-}\left(L^{1}(\Omega)\right) F(\Omega, u) \geq \operatorname{sc}^{-}\left(L^{s}(\Omega)\right) F(\Omega, u) \text { for every } u \in L^{s}(\Omega) \tag{10.8.7}
\end{equation*}
$$

Now, if $u \in L^{s}(\Omega)$ is such that $\operatorname{sc}^{-}\left(L^{s}(\Omega)\right) F(\Omega, u)<+\infty$, let $\left\{u_{h}\right\} \subseteq$ $W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$ be such that $u_{h} \rightarrow u$ in $L^{s}(\Omega)$, and

$$
\begin{equation*}
\mathrm{sc}^{-}\left(L^{s}(\Omega)\right) F(\Omega, u)=\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nabla u_{h}\right) d x \tag{10.8.8}
\end{equation*}
$$

Then, again by (10.8.1), and Lemma 4.4.2, we conclude that $u_{h} \rightarrow u$ in weak- $W^{1, p}(\Omega)$ (weak ${ }^{*}-W^{1, \infty}(\Omega)$ if $\left.p=+\infty\right)$, from which it follows that $u \in W^{1, p}(\Omega)$. Consequently, by (10.8.8), (1.3.2), and Theorem 7.4.6 applied to $f^{* *}$, we conclude that

$$
\begin{aligned}
& \mathrm{sc}^{-}\left(L^{s}(\Omega)\right) F(\Omega, u)=\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\nabla u_{h}\right) d x \geq \\
& \geq \liminf _{h \rightarrow+\infty} \int_{\Omega} f^{* *}\left(\nabla u_{h}\right) d x \geq \int_{\Omega} f^{* *}(\nabla u) d x
\end{aligned}
$$

from which, together with (10.8.6) and (10.8.7), (10.8.5) follows.
By (10.8.5) and Proposition 3.5.2, once we observe that the functional $u \in L^{s}(\Omega) \mapsto \lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x$ is $L^{s}(\Omega)$-continuous, we immediately obtain that

$$
\begin{equation*}
\mathrm{sc}^{-}\left(L^{s}(\Omega)\right)\left\{F(\Omega, u)+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x\right\}= \tag{10.8.9}
\end{equation*}
$$

$$
= \begin{cases}\int_{\Omega} f^{* *}(\nabla u) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x & \text { if } u \in W^{1, p}(\Omega) \\ +\infty & \text { if } u \in L^{s}(\Omega) \backslash W^{1, p}(\Omega)\end{cases}
$$

for every $u \in L^{s}(\Omega)$.
In conclusion, let us prove that the functional $u \in L^{s}(\Omega) \mapsto F(\Omega, u)+$ $\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x$ is coercive.

To do this, let us consider only the case in which $p \in] 1,+\infty[$, the one in which $p=+\infty$ being similar.

In this case, since (10.8.1) implies that

$$
\begin{gathered}
F(\Omega, u)+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x \geq \\
\geq\||\nabla u|\|_{L^{p}(\Omega)}^{p}+\lambda\|u\|_{L^{r}(\Omega)}^{r}-\|\beta\|_{L^{p^{\prime}}(\Omega)}\|u\|_{L^{p}(\Omega)} \text { for every } u \in W^{1, p}(\Omega)
\end{gathered}
$$

and since every $u \in L^{s}(\Omega)$ satisfying $F(\Omega, u)<+\infty$ actually is in $W^{1, p}(\Omega)$, then $\left\{u \in L^{s}(\Omega): F(\Omega, u)+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x \leq c\right\} \subseteq\left\{u \in W^{1, p}(\Omega)\right.$ : $\left.\||\nabla u|\|_{L^{p}(\Omega)}^{p}+\lambda\|u\|_{L^{r}(\Omega)}^{r}-\|\beta\|_{L^{p^{\prime}}(\Omega)}\|u\|_{W^{1, p}(\Omega)} \leq c\right\}$ for every $c \in \mathbf{R}$. Consequently, the desired coerciveness follows from Proposition 4.4.3.

By the coerciveness of $u \in L^{s}(\Omega) \mapsto F(\Omega, u)+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x$, and (10.8.9) the assumptions of Theorem 3.5.6 are fulfilled with $U=L^{s}(\Omega)$, and the proof follows from Theorem 3.5.6, once we observe that obviously the left-hand side of (10.8.3) is finite, and that, being $\Omega$ convex, every $u \in$ $W^{1, \infty}(\Omega)$ can be thought as the restriction to $\Omega$ of a function in $W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$.

Let us now prove ii).
In this case the proof follows the same outlines of the one for i), with the obvious changes.

Clearly in this case $s=r$, and an argument similar to the one exploited above, but with Rellich-Kondrachov Compactness Theorem replaced by Theorem 4.2.11, yields

$$
\begin{gathered}
\operatorname{sc}^{-}\left(L^{r}(\Omega)\right)\left\{F(\Omega, u)+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x\right\}= \\
= \begin{cases}\int_{\Omega} f^{* *}(\nabla u) d x+\int_{\Omega}\left(f^{* *}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+ \\
+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x & \text { if } u \in B V(\Omega) \\
+\infty & \text { if } u \in L^{r}(\Omega) \backslash B V(\Omega)\end{cases}
\end{gathered}
$$

for every $u \in L^{r}(\Omega)$.
Analogously, Proposition 4.4.1 provides the coerciveness of $u \in L^{r}(\Omega)$ $\mapsto F(\Omega, u)+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x$, and the proof completes as in case i).

By Theorem 10.8.1 we deduce the following corollary.

Corollary 10.8.2. Let $p \in[1,+\infty], g: \mathbf{R}^{n} \rightarrow[0,+\infty[$ be continuous, $C \subseteq$ $\mathbf{R}^{n}$ be convex, and assume that

$$
\begin{cases}|z|^{p} \leq g(z) \text { for every } z \in \mathbf{R}^{n} & \text { if } p \in[1,+\infty[ \\ C \text { is bounded } & \text { if } p=+\infty .\end{cases}
$$

Let $\Omega \in \mathcal{A}_{0}$ be convex, $\left.\lambda \in\right] 0,+\infty[$, and $r \in] 1, p^{*}[$. Then

$$
\begin{cases}|z|^{p} \leq\left(g+I_{C}\right)^{* *}(z) \text { for every } z \in \mathbf{R}^{n} & \text { if } p \in[1,+\infty[ \\ \operatorname{dom}\left(g+I_{C}\right)^{* *} \text { is bounded } & \text { if } p=+\infty .\end{cases}
$$

Moreover,
i) if $p \in] 1,+\infty]$, and $\beta \in L^{p^{\prime}}(\Omega)$, then

$$
\begin{align*}
& \text { 10.8.10) } \inf \left\{\int_{\Omega} g(\nabla u) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x:\right.  \tag{10.8.10}\\
& \left.u \in W^{1, \infty}(\Omega), \nabla u(x) \in C \text { for a.e. } x \in \Omega\right\}= \\
& =\min \left\{\int_{\Omega}\left(g+I_{C}\right)^{* *}(\nabla u) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x: u \in W^{1, p}(\Omega)\right\},
\end{align*}
$$

the minimizing sequences of the functional in the left-hand side of (10.8.10) are compact in $L^{p}(\Omega)$, and their converging subsequences converge to solutions of the right-hand side of (10.8.10),
ii) if $p=1$, and $\beta \in L^{r^{\prime}}(\Omega)$, then

$$
\begin{gather*}
\inf \left\{\int_{\Omega} g(\nabla u) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x:\right.  \tag{10.8.11}\\
\left.u \in W^{1, \infty}(\Omega), \nabla u(x) \in C \text { for a.e. } x \in \Omega\right\}= \\
=\min \left\{\int_{\Omega}\left(g+I_{C}\right)^{* *}(\nabla u) d x+\int_{\Omega}\left(\left(g+I_{C}\right)^{* *}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\right. \\
\left.+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x: u \in B V(\Omega)\right\},
\end{gather*}
$$

the minimizing sequences of the functional in the left-hand side of (10.8.11) are compact in $L^{r}(\Omega)$, and their converging subsequences converge to solutions of the right-hand side of (10.8.11).
Proof. Follows from Theorem 10.8.1 applied with $f=g+I_{C}$, once we observe that $g+I_{C}$ satisfies conditions $(10.1 .11) \div(10.1 .13)$, the last two being fulfilled by exploiting the uniform continuity of $g$ on the bounded subsets of $\mathbf{R}^{n}$.

We now come to Dirichlet minimum problems.

Theorem 10.8.3. Let $p \in[1,+\infty]$, and $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13)$, (10.7.1), and (10.8.1). Let $\Omega \in \mathcal{A}_{0}, T_{1}(f, \Omega)$ be given by (10.6.6), and $u_{0} \in T_{1}(f, \Omega)$. Then (10.8.2) holds. Moreover, i) if $p \in] n,+\infty]$, and $\beta \in L^{1}(\Omega)$, then

$$
\begin{align*}
& \inf \left\{\int_{\Omega} f(\nabla u) d x+\int_{\Omega} \beta u d x: u \in u_{0}+W_{0}^{1, \infty}(\Omega)\right\}=  \tag{10.8.12}\\
= & \min \left\{\int_{\Omega} f^{* *}(\nabla u) d x+\int_{\Omega} \beta u d x: u \in u_{0}+W_{0}^{1, p}(\Omega)\right\},
\end{align*}
$$

the minimizing sequences of the functional in the left-hand side of (10.8.12) are compact in $L^{\infty}(\Omega)$, and their converging subsequences converge to solutions of the right-hand side of (10.8.12),
ii) if $p \in] 1, n], \Omega$ is also convex, $\beta \in L^{p^{\prime}}(\Omega)$, and there exists $x_{0} \in \Omega$ such that $T\left[x_{0}\right] u_{0}-u_{0}$ is positively 1-homogeneous, then (10.8.12) holds, the minimizing sequences of the functional in the left-hand side of (10.8.12) are compact in $L^{p}(\Omega)$, and their converging subsequences converge to solutions of the right-hand side of (10.8.12),
iii) if $p=1, \Omega$ is also convex, $\lambda \in] 0,+\infty[, r \in] 1,1^{*}\left[, \beta \in L^{r^{\prime}}(\Omega)\right.$, and there exists $x_{0} \in \Omega$ such that $T\left[x_{0}\right] u_{0}-u_{0}$ is positively 1-homogeneous, then

$$
\begin{equation*}
\inf \left\{\int_{\Omega} f(\nabla u) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x:\right. \tag{10.8.13}
\end{equation*}
$$

$$
\left.u \in u_{0}+W_{0}^{1, \infty}(\Omega)\right\}=\min \left\{\int_{\Omega} f^{* *}(\nabla u) d x+\int_{\Omega}\left(f^{* *}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\right.
$$

$$
\left.+\int_{\partial \Omega}\left(f^{* *}\right)^{\infty}\left(\left(u_{0}-u\right) \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1}+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x: u \in B V(\Omega)\right\}
$$

the minimizing sequences of the functional in the left-hand side of (10.8.13) are compact in $L^{r}(\Omega)$, and their converging subsequences converge to solutions of the right-hand side of (10.8.13).

Proof. We first prove i).
Let $F_{0}\left(\Omega, u_{0}, \cdot\right)$ be given by (10.6.1). Then, an argument similar to the one exploited to get (10.8.5) in the proof of Theorem 10.8.1, but with Theorem 10.5.2 replaced by Theorem 10.7.4, yields

$$
\begin{equation*}
\mathrm{sc}^{-}\left(L^{\infty}(\Omega)\right)\left\{F_{0}\left(\Omega, u_{0}, u\right)+\int_{\Omega} \beta u d x\right\}= \tag{10.8.14}
\end{equation*}
$$

$$
= \begin{cases}\int_{\Omega} f^{* *}(\nabla u) d x+\int_{\Omega} \beta u d x & \text { if } u \in u_{0}+W_{0}^{1, p}(\Omega) \\ +\infty & \text { if } u \in L^{\infty}(\Omega) \backslash\left(u_{0}+W^{1, p}(\Omega)\right)\end{cases}
$$

for every $u \in L^{\infty}(\Omega)$.

Moreover, (10.8.1), Sobolev Imbedding Theorem, and Proposition 4.4.4 prove that the functional $u \in L^{\infty}(\Omega) \mapsto F_{0}\left(\Omega, u_{0}, u\right)+\int_{\Omega} \beta u d x$ is coercive.

Because of this and (10.8.14), the assumptions of Theorem 3.5.6 are fulfilled with $U=L^{\infty}(\Omega)$, and the proof follows from Theorem 3.5.6, once we observe that obviously the left-hand side of (10.8.12) is finite.

The proof of case ii) follows the same outlines of the one of i), with the obvious changes. In particular, by considering relaxation processes in $L^{p}$ spaces in place of $L^{\infty}$ ones, and by replacing Theorem 10.7.4 with Theorem 10.7.6.

Finally, the proof of case iii) follows the same outlines of the one of i) with the obvious changes, by considering relaxation processes in $L^{r}$ spaces in place of $L^{\infty}$ ones, and by replacing Theorem 10.7.4 with Theorem 10.7.6. By using Theorem 10.7.6, one first proves that

$$
\begin{gathered}
\mathrm{sc}^{-}\left(L^{r}(\Omega)\right)\left\{F_{0}\left(\Omega, u_{0}, u\right)+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x\right\}= \\
=\left\{\begin{aligned}
& \int_{\Omega} f^{* *}(\nabla u) d x+\int_{\Omega}\left(f^{* *}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+ \\
&+\int_{\partial \Omega}\left(f^{* *}\right)^{\infty}\left(\left(u_{0}-u\right) \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1}+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x \\
&+\infty \text { if } u \in B V(\Omega) \\
&+\infty \text { if } u \in L^{r}(\Omega) \backslash B V(\Omega),
\end{aligned}\right.
\end{gathered}
$$

and then, by exploiting Proposition 4.4.1, that the functional $u \in L^{r}(\Omega) \mapsto$ $F_{0}\left(\Omega, u_{0}, u\right)+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x$ is coercive.

Because of this, the proof follows from an application of Theorem 3.5.6 with $U=L^{r}(\Omega)$, once we observe that obviously the left-hand side of (10.8.13) is finite.

By Theorem 10.8.3 we deduce the following corollary.
Corollary 10.8.4. Let $g: \mathbf{R}^{n} \rightarrow\left[0,+\infty\left[\right.\right.$ be continuous, and $C \subseteq \mathbf{R}^{n}$ be convex with $\operatorname{int}(C) \neq \emptyset$, and assume that

$$
\begin{cases}|z|^{p} \leq g(z) \text { for every } z \in \mathbf{R}^{n} & \text { if } p \in[1,+\infty[ \\ C \text { is bounded } & \text { if } p=+\infty\end{cases}
$$

Let $\Omega \in \mathcal{A}_{0}, T_{1}\left(g+I_{C}, \Omega\right)$ be given by (10.6.6), and $u_{0} \in T_{1}\left(g+I_{C}, \Omega\right)$. Then

$$
\begin{cases}|z|^{p} \leq\left(g+I_{C}\right)^{* *}(z) \text { for every } z \in \mathbf{R}^{n} & \text { if } p \in[1,+\infty[ \\ \operatorname{dom}\left(g+I_{C}\right)^{* *} \text { is bounded } & \text { if } p=+\infty\end{cases}
$$

Moreover,
i) if $p \in] n,+\infty]$, and $\beta \in L^{1}(\Omega)$, then

$$
\begin{equation*}
\inf \left\{\int_{\Omega} g(\nabla u) d x+\int_{\Omega} \beta u d x:\right. \tag{10.8.15}
\end{equation*}
$$

$$
\begin{gathered}
\left.u \in u_{0}+W_{0}^{1, \infty}(\Omega), \nabla u(x) \in C \text { for a.e. } x \in \Omega\right\}= \\
=\min \left\{\int_{\Omega}\left(g+I_{C}\right)^{* *}(\nabla u) d x+\int_{\Omega} \beta u d x: u \in u_{0}+W_{0}^{1, p}(\Omega)\right\},
\end{gathered}
$$

the minimizing sequences of the functional in the left-hand side of (10.8.15) are compact in $L^{\infty}(\Omega)$, and their converging subsequences converge to solutions of the right-hand side of (10.8.15),
ii) if $p \in] 1, n], \Omega$ is also convex, $\beta \in L^{p^{\prime}}(\Omega)$, and there exists $x_{0} \in \Omega$ such that $T\left[x_{0}\right] u_{0}-u_{0}$ is positively 1-homogeneous, then (10.8.15) holds, the minimizing sequences of the functional in the left-hand side of (10.8.15) are compact in $L^{p}(\Omega)$, and their converging subsequences converge to solutions of the right-hand side of (10.8.15),
iii) if $p=1, \lambda \in] 0,+\infty[, r \in] 1,1^{*}\left[, \Omega\right.$ is also convex, $\beta \in L^{r^{\prime}}(\Omega)$, and there exists $x_{0} \in \Omega$ such that $T\left[x_{0}\right] u_{0}-u_{0}$ is positively 1-homogeneous, then

$$
\begin{equation*}
\inf \left\{\int_{\Omega} g(\nabla u) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x:\right. \tag{10.8.16}
\end{equation*}
$$

$$
\left.u \in u_{0}+W_{0}^{1, \infty}(\Omega), \nabla u(x) \in C \text { for a.e. } x \in \Omega\right\}=
$$

$$
=\min \left\{\int_{\Omega}\left(g+I_{C}\right)^{* *}(\nabla u) d x+\int_{\Omega}\left(\left(g+I_{C}\right)^{* *}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\right.
$$

$$
+\int_{\partial \Omega}\left(\left(g+I_{C}\right)^{* *}\right)^{\infty}\left(\left(u_{0}-u\right) \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1}+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x:
$$

$$
u \in B V(\Omega)\}
$$

the minimizing sequences of the functional in the left-hand side of (10.8.16) are compact in $L^{r}(\Omega)$, and their converging subsequences converge to solutions of the right-hand side of (10.8.16).

Proof. Follows from Theorem 10.8.3 applied with $f=g+I_{C}$.
Theorem 10.8.5. Let $f: \mathbf{R}^{n} \rightarrow[0, \infty]$ be a Borel function with $\operatorname{int}(\operatorname{dom} f)$ $=\emptyset, \Omega \in \mathcal{A}_{0}, T_{0}(f, \Omega)$ be given by (10.6.5), $u_{0} \in T_{0}(f, \Omega)$, and $\beta \in L^{1}(\Omega)$. Then $u_{0}$ is the only function in $u_{0}+W_{0}^{1, \infty}(\Omega)$ that makes the functional $u \in u_{0}+W_{0}^{1, \infty}(\Omega) \mapsto \int_{\Omega} f(\nabla u) d x+\int_{\Omega} \beta u d x$ finite, and

$$
\begin{gathered}
\inf \left\{\int_{\Omega} f(\nabla u) d x+\int_{\Omega} \beta u d x: u \in u_{0}+W_{0}^{1, \infty}(\Omega)\right\}= \\
=\int_{\Omega} f\left(\nabla u_{0}\right) d x+\int_{\Omega} \beta u_{0} d x
\end{gathered}
$$

Proof. Follows from Lemma 10.7.9.
Corollary 10.8.6. Let $p \in[1,+\infty], g: \mathbf{R}^{n} \rightarrow[0,+\infty[$ be continuous, $C \subseteq$ $\mathbf{R}^{n}$ be convex with $\operatorname{int}(C)=\emptyset, \Omega \in \mathcal{A}_{0}, T_{0}\left(I_{C}, \Omega\right)$ be given by (10.6.5), $u_{0} \in$ $T_{0}\left(I_{C}, \Omega\right)$, and $\beta \in L^{1}(\Omega)$. Then $u_{0}$ is the only function in $u_{0}+W_{0}^{1, \infty}(\Omega)$ that fulfils the constraint $\nabla u(x) \in C$ for a.e. $x \in \Omega$, and

$$
\begin{gathered}
\inf \left\{\int_{\Omega} g(\nabla u) d x+\int_{\Omega} \beta u d x: u \in u_{0}+W_{0}^{1, \infty}(\Omega),\right. \\
\nabla u(x) \in C \text { for a.e. } x \in \Omega\}=\int_{\Omega} g\left(\nabla u_{0}\right) d x+\int_{\Omega} \beta u_{0} d x .
\end{gathered}
$$

Proof. Follows from Lemma 10.7.9.

## $\S 10.9$ Additional Remarks on Integral Representation on the Whole Space of Lipschitz Functions

Let $f$ be a Borel function as in (10.1.1), $F$ be defined by (10.1.2), and $F^{(\infty)}$ by (10.4.1).

In the present section we deepen the study of $F^{(\infty)}$, and, in particular, of its integral representation properties on the whole $W^{1, \infty}$ spaces.

First of all, we start to discuss on the lower semicontinuity properties of $F^{(\infty)}$.

Example 10.9.1. Let $f$ be given by Example 1.4.2. Then $f$ fulfils $(10.1 .11) \div(10.1 .13)$.

Let us prove that, given a $\Omega \in \mathcal{A}_{0}, F^{(\infty)}(\Omega, \cdot)$ is not even strongly $W^{1, \infty}(\Omega)$-lower semicontinuous.

To see this take $\bar{z}=(0, \bar{b})$, with $\bar{b}>0$, and $\left.\left\{z_{h}\right\} \subseteq\right] 0,+\infty\left[{ }^{2}\right.$ such that $z_{h} \rightarrow \bar{z}$. Then $u_{z_{h}} \rightarrow u_{\bar{z}}$ in $W^{1, \infty}(\Omega)$, and by (10.4.7) of Theorem 10.4.1 and Proposition 10.4.3, we get that

$$
\begin{equation*}
F^{(\infty)}\left(\Omega, u_{\bar{z}}\right) \geq \operatorname{co}\left(\mathrm{sc}^{-} f\right)(\bar{z}) \mathcal{L}^{n}(\Omega)>\liminf _{h \rightarrow+\infty} \operatorname{co}\left(\mathrm{sc}^{-} f\right)\left(z_{h}\right) \mathcal{L}^{n}(\Omega) \tag{10.9.1}
\end{equation*}
$$

On the other side, since we have that

$$
F^{(\infty)}\left(\Omega, u_{z_{h}}\right) \leq f\left(z_{h}\right) \mathcal{L}^{n}(\Omega)<+\infty \text { for every } h \in \mathbf{N}
$$

by (10.9.1), (10.4.6) of Theorem 10.4.1, and Proposition 10.4.3, we conclude that

$$
F^{(\infty)}\left(\Omega, u_{\bar{z}}\right)>\liminf _{h \rightarrow+\infty} F^{(\infty)}\left(\Omega, u_{z_{h}}\right)
$$

We now prove that in some cases the inequalities in Theorem 10.4.1 can be strict. Actually, even being the assumptions of Theorem 10.4.1
fulfilled, one can have $+\infty=F^{(\infty)}(\Omega, u)>\int_{\Omega} \operatorname{co}\left(\mathrm{sc}^{-} f\right)(\nabla u) d x$ for some regular $\Omega \in \mathcal{A}_{0}, u \in C^{\infty}\left(\mathbf{R}^{n}\right)$.

Example 10.9.2. Let $n=2$, and let $f$ be defined by

$$
f:\left(z_{1}, z_{2}\right) \in \mathbf{R}^{2} \mapsto \begin{cases}+\infty & \text { if } z_{1} \leq 0 \\ \frac{1}{z_{1}}-e^{z_{2}^{2}} & \text { if } 0<z_{1} \leq e^{-z_{2}^{2}} \\ 0 & \text { if } z_{1}>e^{-z_{2}^{2}} .\end{cases}
$$

Then $f$ is continuous, and satisfies $(10.1 .11) \div(10.1 .13)$. Moreover it is clear that

$$
\operatorname{co}\left(\mathrm{sc}^{-} f\right)\left(z_{1}, z_{2}\right)=\left\{\begin{array}{ll}
+\infty & \text { if } z_{1} \leq 0  \tag{10.9.2}\\
0 & \text { if } z_{1}>0
\end{array} \text { for every }\left(z_{1}, z_{2}\right) \in \mathbf{R}^{2} .\right.
$$

In addition, let us also observe that

$$
\begin{gather*}
\left(f+I_{Q_{m}(0)}\right)^{* *}\left(z_{1}, z_{2}\right)=  \tag{10.9.3}\\
= \begin{cases}+\infty & \text { if } z_{1} \leq 0 \text { or } z_{1}>m \text { or }\left|z_{2}\right|>m \\
\frac{1}{z_{1}}-e^{m^{2}} & \text { if } 0<z_{1} \leq e^{-m^{2}} \text { and }-m \leq z_{2} \leq m \\
0 & \text { if } e^{-m^{2}}<z_{1} \leq m \text { and }-m \leq z_{2} \leq m\end{cases} \\
\text { for every } m \in \mathbf{N},\left(z_{1}, z_{2}\right) \in \mathbf{R}^{2} .
\end{gather*}
$$

Let $\Omega=] 0,1[\times]-1,1\left[\right.$, and $u:\left(x_{1}, x_{2}\right) \in \mathbf{R}^{2} \mapsto x_{1}^{2} / 2$. Then, by Theorem 10.4.1, Remark 10.4.2, and (10.9.3), it follows that $F^{(\infty)}(\Omega, u)=+\infty$ whilst, by (10.9.2), it results $\int_{\Omega} \operatorname{co}\left(\mathrm{sc}^{-} f\right)(\nabla u) d x=0$.

We now propose some sufficient conditions ensuring the validity of (10.4.3) and (10.4.5) of Theorem 10.4.1, without any finiteness restriction. More precisely that

$$
\begin{equation*}
F^{(\infty)}(\Omega, u)=\int_{\Omega} \operatorname{co}^{-\left(\operatorname{sc}^{-} f\right)(\nabla u) d x} \tag{10.9.4}
\end{equation*}
$$

$$
\text { for every } \Omega \in \mathcal{A}_{0} \text { convex, } u \in W^{1, \infty}(\Omega) \text {, }
$$

or, if $\operatorname{int}(\operatorname{dom} f) \neq \emptyset$, that

$$
\begin{align*}
& F^{(\infty)}(\Omega, u)=\int_{\Omega} \operatorname{co}^{\left(\operatorname{sc}^{-} f\right)(\nabla u) d x}  \tag{10.9.5}\\
& \text { for every } \Omega \in \mathcal{A}_{0}, u \in W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right) .
\end{align*}
$$

Proposition 10.9.3. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13)$, and let $F^{(\infty)}$ be given by (10.4.1). Let $\Omega \in \mathcal{A}_{0}, \Omega$ also
convex if $\operatorname{int}(\operatorname{dom} f) \neq \emptyset$, let $u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$, and assume that one of the following conditions is fulfilled

$$
\begin{equation*}
\int_{\Omega} f(\nabla u) d x<+\infty, \tag{10.9.6}
\end{equation*}
$$ there exists $K \subseteq \operatorname{ri}(\operatorname{dom} f)$ compact such that

$$
\begin{equation*}
\nabla u(x) \in K \text { for a.e. } x \in K \tag{10.9.7}
\end{equation*}
$$

$$
\begin{equation*}
\int_{\Omega} \operatorname{co}\left(\mathrm{sc}^{-} f\right)(\nabla u) d x=+\infty . \tag{10.9.8}
\end{equation*}
$$

Then

$$
F^{(\infty)}(\Omega, u)=\int_{\Omega} \operatorname{co}^{-\left(\operatorname{sc}^{-} f\right)(\nabla u) d x .}
$$

Proof. If (10.9.6) holds, by (10.4.1) it results $F^{(\infty)}(\Omega, u)<+\infty$, and the proposition follows from Theorem 10.4.1, and Proposition 10.4.3.

If (10.9.7) holds, then (10.1.12) yields (10.9.6), and the proof follows.
If (10.9.8) holds, the proof follows from Theorem 10.4.1, and Proposition 10.4.3.

Proposition 10.9.4. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13)$, and let $F^{(\infty)}$ be given by (10.4.1). Assume that $\operatorname{dom} f$ is bounded. Then (10.9.4) holds.

If in addition $\operatorname{int}(\operatorname{dom} f) \neq \emptyset$, then (10.9.5) too holds.
Proof. Let us first observe that, if $\operatorname{dom} f$ is bounded, then $f+I_{Q_{m}}(0)=f$ for every $m \in \mathbf{N}$ sufficiently large, and therefore, by Theorem 10.4.1, and Remark 10.4.2, that $F^{(\infty)}(\Omega, u)=\int_{\Omega} f^{* *}(\nabla u) d x$ for every $\Omega \in \mathcal{A}_{0}$ convex, $u \in W^{1, \infty}(\Omega)$ or, if $\operatorname{int}(\operatorname{dom} f) \neq \emptyset$, for every $\Omega \in \mathcal{A}_{0}, u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$.

Because of this, and by Corollary 1.4.14 the proof follows.
Lemma 10.9.5. Let $f: \mathbf{R}^{n} \rightarrow[0,+\infty]$ be bounded on the bounded subsets of $\operatorname{dom} f$, and satisfying (10.1.11). Then for every open set $A$ it results that

$$
\operatorname{dom}\left(\operatorname{coo}^{\left.\left(\mathrm{sc}^{-} f\right)\right)}\right) \cap A \subseteq \operatorname{dom}\left(f+I_{A}\right)^{* *} .
$$

Proof. Let us preliminarily prove that the boundedness of $f$ on the bounded subsets of $\operatorname{dom} f$ implies that

$$
\begin{equation*}
\overline{\operatorname{dom} f} \cap A \subseteq \operatorname{dom}\left(f+I_{A}\right)^{* *} . \tag{10.9.9}
\end{equation*}
$$

To do this, we observe that if $z \in \overline{\operatorname{dom} f} \cap A$, and $\left\{z_{h}\right\} \subseteq \operatorname{dom} f \cap A$ is such that $z_{h} \rightarrow z$, then by the lower semicontinuity of $\left(f+I_{A}\right)^{* *},(1.3 .2)$, and the boundedness of $f$ on the bounded subsets of $\operatorname{dom} f$, we infer that

$$
\begin{gathered}
\left(f+I_{A}\right)^{* *}(z) \leq \liminf _{h \rightarrow+\infty}\left(f+I_{A}\right)^{* *}\left(z_{h}\right) \leq \liminf _{h \rightarrow+\infty}\left(f+I_{A}\right)\left(z_{h}\right)= \\
=\liminf _{h \rightarrow+\infty} f\left(z_{h}\right)<+\infty \text { for every } z \in \overline{\operatorname{dom} f} \cap A,
\end{gathered}
$$

from which inclusion in (10.9.9) follows.
At this point, by (1.4.1) of Proposition 1.4.1, (1.3.9), the convexity of $\operatorname{dom} f$, and (10.9.9), we conclude that

$$
\operatorname{dom}\left(\operatorname{co}\left(\mathrm{sc}^{-} f\right)\right) \cap A \subseteq \operatorname{dom} f^{* *} \cap A \subseteq \overline{\operatorname{dom} f} \cap A \subseteq \operatorname{dom}\left(f+I_{A}\right)^{* *},
$$

which proves the lemma.
Theorem 10.9.6. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11), (10.1.13), and let $F^{(\infty)}$ be given by (10.4.1). Assume that $f$ is bounded on the bounded subsets of $\operatorname{dom} f$. Then (10.9.4) holds.

If in addition $\operatorname{int}(\operatorname{dom} f) \neq \emptyset$, then (10.9.5) too holds.
Proof. Let us prove (10.9.4), the proof of (10.9.5) being similar.
It is clear that, by our assumptions on $f$, condition (10.1.12) too follows.

Let $\Omega \in \mathcal{A}_{0}$ be convex, $u \in W^{1, \infty}(\Omega)$. Then it is clear that, by Theorem 10.4.1 and Proposition 10.4.3, we have to treat only the case in which $F^{(\infty)}(\Omega, u)=+\infty$. If this is the case, let $m_{0}>\|\mid \nabla u\|_{L^{\infty}(\Omega)}$. Then, by Theorem 10.4.1 and Remark 10.4.2, we get that $\int_{\Omega}\left(f+I_{Q_{m_{0}}(0)}\right)^{* *}(\nabla u) d x=$ $+\infty$ from which, taking into account the boundedness of $f$ on the bounded subsets of $\operatorname{dom} f$, we conclude that

$$
\begin{equation*}
\text { there exists } E \in \mathcal{L}_{n}(\Omega) \text { with } \mathcal{L}^{n}(E)>0 \text { such that } \tag{10.9.10}
\end{equation*}
$$

$$
\nabla u(x) \notin \operatorname{dom}\left(f+I_{Q_{m_{0}}(0)}\right)^{* *} \text { for a.e. } x \in E \text {. }
$$

By (10.9.10), and Lemma 10.9.5 applied with $A=Q_{m_{0}}(0)$, we deduce that $\nabla u(x) \notin \operatorname{dom}\left(\operatorname{co}^{\left.\left(s c^{-} f\right)\right)}\right.$ for a.e. $x \in E$. This implies that $\int_{\Omega} \operatorname{co}\left(\mathrm{sc}^{-} f\right)(\nabla u) d x=+\infty$, from which (10.9.4) follows.

By Theorem 10.9.6 we deduce the following corollaries.
Corollary 10.9.7. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11), (10.1.13), and let $F^{(\infty)}$ be given by (10.4.1). Assume that $\operatorname{dom} f$ is closed, and that $f$ is upper semicontinuous. Then (10.9.4) holds.

If in addition $\operatorname{int}(\operatorname{dom} f) \neq \emptyset$, then (10.9.5) too holds.
Proof. Follows from Theorem 10.9.6.

Corollary 10.9.8. Let $g: \mathbf{R}^{n} \rightarrow[0,+\infty[$ be continuous, $C$ be a convex subset of $\mathbf{R}^{n}$, and let $F^{(\infty)}$ be given by (10.4.1) with $f=g+I_{C}$. Then (10.9.4) holds.

If in addition $\operatorname{int}(C) \neq \emptyset$, then (10.9.5) too holds.
Proof. Follows from Theorem 10.9.6, once we observe that $g+I_{C}$ satisfies (10.1.11) $\div(10.1 .13)$.

Corollary 10.9.9. Let $f$ be a Borel function as in (10.1.1) satisfying $(10.1 .11) \div(10.1 .13)$, and let $F^{(\infty)}$ be given by (10.4.1). Assume that $\operatorname{dom} f$ is an affine set. Then (10.9.4) holds.

If $\operatorname{dom} f=\mathbf{R}^{n}$, then (10.9.5) holds.
Proof. Follows from (10.1.12) and Theorem 10.9.6.

The following result shows that Example 10.9.2 needs to be settled at least in dimension two.

Proposition 10.9.10. Let $n=1, f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13)$, and let $F^{(\infty)}$ be given by (10.4.1). Then

$$
\begin{align*}
& F^{(\infty)}(\Omega, u)=\int_{\Omega} \operatorname{co}\left(\mathrm{sc}^{-} f\right)\left(u^{\prime}\right) d x  \tag{10.9.11}\\
& \text { for every } \Omega \in \mathcal{A}_{0}, u \in W_{\mathrm{loc}}^{1, \infty}(\mathbf{R})
\end{align*}
$$

Proof. It is clear that we can assume that $\operatorname{int}(\operatorname{dom} f) \neq \emptyset$, so that $\operatorname{dom} f$ turns out to be an interval.

If $\operatorname{dom} f$ is a bounded interval, the proof follows from Proposition 10.9.4.

If $\operatorname{dom} f=\mathbf{R}$, the proof follows from Corollary 10.9.9, therefore we have to treat only the case in which $\operatorname{dom} f$ is an unbounded interval with one real endpoint, say for example $\operatorname{dom} f=] a,+\infty[$, or $\operatorname{dom} f=[a,+\infty[$ for some $a \in \mathbf{R}$.

Let us prove that

$$
\begin{equation*}
\left(f+I_{Q_{m}(0)}\right)^{* *}(z) \leq \operatorname{co}\left(\operatorname{sc}^{-} f\right)(z)+f\left(z_{0}\right)+1 \tag{10.9.12}
\end{equation*}
$$

$$
\text { for every } \left.z_{0}>a, m>|a|+\left|z_{0}\right|+1, z \in\right] a, z_{0}[
$$

To do this let $\left.z_{0}>a, m>|a|+\left|z_{0}\right|+1, z \in\right] a, z_{0}[$. Then by Theorem 1.2.6 there exist $z_{1}, z_{2} \in \operatorname{dom} f$ with $z_{1} \leq z, t \in[0,1]$ such that $z=$ $t z_{1}+(1-t) z_{2}$, and

$$
\begin{equation*}
t f\left(z_{1}\right)+(1-t) f\left(z_{2}\right)<\operatorname{cof}(z)+1 \tag{10.9.13}
\end{equation*}
$$

Since $a, z_{0} \in Q_{m}(0)$, and $z_{1} \in[a, z]$, it is clear that $z_{1} \in Q_{m}(0)$, and we treat separately the cases in which $z_{2} \in Q_{m}(0)$ and $z_{2} \notin Q_{m}(0)$.

If $z_{2} \in Q_{m}(0)$, by (1.3.2), Theorem 1.2.6, (10.9.13), and Proposition 1.4.1, we have that

$$
\begin{gathered}
\left(f+I_{Q_{m}(0)}\right)^{* *}(z) \leq \operatorname{co}\left(f+I_{Q_{m}(0)}\right)(z) \leq \\
\leq t\left(f+I_{Q_{m}(0)}\right)\left(z_{1}\right)+(1-t)\left(f+I_{Q_{m}(0)}\right)\left(z_{2}\right)= \\
=t f\left(z_{1}\right)+(1-t) f\left(z_{2}\right)<\operatorname{cof}(z)+1=\operatorname{co}\left(\mathrm{sc}^{-} f\right)(z)+1,
\end{gathered}
$$

from which (10.9.12) follows.
If $z_{2} \notin Q_{m}(0)$, let $s \in[0,1]$ be such that $z=s z_{1}+(1-s) z_{0}$. Let us consider separately the two cases in which $s f\left(z_{1}\right)+(1-s) f\left(z_{0}\right) \leq t f\left(z_{1}\right)+$ $(1-t) f\left(z_{2}\right)$, and $s f\left(z_{1}\right)+(1-s) f\left(z_{0}\right)>t f\left(z_{1}\right)+(1-t) f\left(z_{2}\right)$.

If $s f\left(z_{1}\right)+(1-s) f\left(z_{0}\right) \leq t f\left(z_{1}\right)+(1-t) f\left(z_{2}\right)$, by (1.3.2), Theorem 1.2.6, (10.9.13), and Proposition 1.4.1 we have that

$$
\begin{gathered}
\left(f+I_{Q_{m}(0)}\right)^{* *}(z) \leq \operatorname{co}\left(f+I_{Q_{m}(0)}\right)(z) \leq \\
\leq s\left(f+I_{Q_{m}(0)}\right)\left(z_{1}\right)+(1-s)\left(f+I_{Q_{m}(0)}\right)\left(z_{0}\right)= \\
=s f\left(z_{1}\right)+(1-s) f\left(z_{0}\right) \leq t f\left(z_{1}\right)+(1-t) f\left(z_{2}\right)<\operatorname{co} f(z)+1=\operatorname{co}\left(\mathrm{sc}^{-} f\right)(z)+1,
\end{gathered}
$$ from which (10.9.12) follows.

If $s f\left(z_{1}\right)+(1-s) f\left(z_{0}\right)>t f\left(z_{1}\right)+(1-t) f\left(z_{2}\right)$, by (1.3.2), Theorem 1.2.6, and (10.9.13) we have that

$$
\begin{equation*}
\left(f+I_{Q_{m}(0)}\right)^{* *}(z) \leq \operatorname{co}\left(f+I_{Q_{m}(0)}\right)(z) \leq \tag{10.9.14}
\end{equation*}
$$

$$
\leq s\left(f+I_{Q_{m}(0)}\right)\left(z_{1}\right)+(1-s)\left(f+I_{Q_{m}(0)}\right)\left(z_{0}\right)=s f\left(z_{1}\right)+(1-s) f\left(z_{0}\right)=
$$

$$
=t f\left(z_{1}\right)+(1-t) f\left(z_{2}\right)+s f\left(z_{1}\right)+(1-s) f\left(z_{0}\right)-\left(t f\left(z_{1}\right)+(1-t) f\left(z_{2}\right)\right)<
$$

$$
<\operatorname{cof}(z)+1+s f\left(z_{1}\right)+(1-s) f\left(z_{0}\right)-\left(t f\left(z_{1}\right)+(1-t) f\left(z_{2}\right)\right) .
$$

We now observe that $t f\left(z_{1}\right)+(1-t) f\left(z_{2}\right)$ is the value at $z$ of the affine function $\alpha$ satisfying $\alpha\left(z_{1}\right)=f\left(z_{1}\right)$, and $\alpha\left(z_{2}\right)=f\left(z_{2}\right)$, whilst $s f\left(z_{1}\right)+(1-$ s) $f\left(z_{0}\right)$ is the one at $z$ of the affine function $\beta$ satisfying $\beta\left(z_{1}\right)=f\left(z_{1}\right)$, and $\beta\left(z_{0}\right)=f\left(z_{0}\right)$. Therefore, once we observe that $\beta\left(z_{1}\right)=\alpha\left(z_{1}\right)$, and that $a\left(z_{0}\right) \geq 0$, we obtain that

$$
\begin{align*}
& s f\left(z_{1}\right)+(1-s) f\left(z_{0}\right)-\left(t f\left(z_{1}\right)+(1-t) f\left(z_{2}\right)\right)=  \tag{10.9.15}\\
& =\beta(z)-\alpha(z) \leq \beta\left(z_{0}\right)-\alpha\left(z_{0}\right) \leq f\left(z_{0}\right) .
\end{align*}
$$

By (10.9.14), (10.9.15), and Proposition 1.4.1 we conclude that

$$
\left(f+I_{Q_{m}(0)}\right)^{* *}(z) \leq \operatorname{cof}(z)+1+f\left(z_{0}\right)=\operatorname{co}\left(\operatorname{sc}^{-} f\right)(z)+1+f\left(z_{0}\right),
$$

from which (10.9.12) follows also in this case.

Let us observe now that, if $z_{0}>a, m>|a|+\left|z_{0}\right|+1$, by the lower semicontinuity of $\left(f+I_{Q_{m}(0)}\right)^{* *},(10.9 .12)$, the convexity of $\mathrm{co}\left(\mathrm{sc}^{-} f\right)$, and (1.4.1) of Proposition 1.4.1, it results that

$$
\begin{equation*}
\left(f+I_{Q_{m}(0)}\right)^{* *}(a) \leq \liminf _{t \rightarrow 1-}\left(f+I_{Q_{m}(0)}\right)^{* *}\left(t a+(1-t) z_{0}\right) \leq \tag{10.9.16}
\end{equation*}
$$

$\leq \limsup _{t \rightarrow 1-}\left\{t \operatorname{co}\left(\mathrm{sc}^{-} f\right)(a)+(1-t) f\left(z_{0}\right)\right\}+f\left(z_{0}\right)+1 \leq \operatorname{co}\left(\mathrm{sc}^{-} f\right)(a)+f\left(z_{0}\right)+1$,
whilst by Proposition 1.4.1, and (1.2.6) it clearly follows that

$$
\begin{equation*}
\left(f+I_{Q_{m}(0)}\right)^{* *}(z) \leq \operatorname{co}\left(\mathrm{sc}^{-} f\right)(z)+f\left(z_{0}\right)+1 \text { for every } z<a \tag{10.9.17}
\end{equation*}
$$

Hence by (10.9.12), (10.9.16), and (10.9.17) we conclude that

$$
\begin{equation*}
\left(f+I_{Q_{m}(0)}\right)^{* *}(z) \leq \operatorname{co}\left(\mathrm{sc}^{-} f\right)(z)+f\left(z_{0}\right)+1 \tag{10.9.18}
\end{equation*}
$$

for every $\left.z_{0}>a, m>|a|+\left|z_{0}\right|+1, z \in\right]-\infty, z_{0}[$.
In conclusion, if $\Omega \in \mathcal{A}_{0}, u \in W_{\mathrm{loc}}^{1, \infty}(\mathbf{R})$ with $F^{(\infty)}(\Omega, u)=+\infty$, and $z_{0}>\left\|u^{\prime}\right\|_{L^{\infty}(\Omega)}$, we deduce from Theorem 10.4.1, Remark 10.4.2, and from the monotonicity properties of $\left\{\int_{\Omega}\left(f+I_{Q_{m}(0)}\right)^{* *}\left(u^{\prime}\right) d x\right\}$, that $\int_{\Omega}(f+$ $\left.I_{Q_{m}(0)}\right)^{* *}\left(u^{\prime}\right) d x=+\infty$ for every $m \in \mathbf{N}$.

Because of this, and (10.9.18), we thus obtain that $\int_{\Omega} \operatorname{co}\left(\mathrm{sc}^{-} f\right)\left(u^{\prime}\right) d x=$ $+\infty$, from which, together with Theorem 10.4.1, and Proposition 10.4.3, (10.9.11) follows.

For every $\Omega \in \mathcal{A}_{0}$ let $F(\Omega, \cdot)$ be defined by (10.1.2). Then the above results can be applied to study the relationship between $F^{(\infty)}(\Omega, \cdot)$ and the greatest sequentially weak*- $W^{1, \infty}(\Omega)$-lower semicontinuous functional less than or equal to $F(\Omega, \cdot)$. For every $u \in W^{1, \infty}(\Omega)$ we denote by $\bar{F}^{(\infty)}(\Omega, u)$ the value of such functional in $u$.

More precisely, under different sets of assumptions, we prove that

$$
\begin{equation*}
F^{(\infty)}(\Omega, u)=\bar{F}^{(\infty)}(\Omega, u)=\int_{\Omega} f^{* *}(\nabla u) d x \tag{10.9.19}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}$ convex, $u \in W^{1, \infty}(\Omega)$,
or

$$
\begin{equation*}
F^{(\infty)}(\Omega, u)=\bar{F}^{(\infty)}(\Omega, u)=\int_{\Omega} f^{* *}(\nabla u) d x \tag{10.9.20}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}, u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$.

Let us preliminarily observe that, by using also Theorem 7.4.6, it follows that

$$
\begin{align*}
& \int_{\Omega} f^{* *}(\nabla u) d x \leq \bar{F}^{(\infty)}(\Omega, u) \leq F^{(\infty)}(\Omega, u)  \tag{10.9.21}\\
& \text { for every } \Omega \in \mathcal{A}_{0}, u \in W^{1, \infty}(\Omega) .
\end{align*}
$$

Theorem 10.9.11. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13)$. Assume that $\operatorname{dom} f$ is an affine set. Then (10.9.19) holds.

If $\operatorname{dom} f=\mathbf{R}^{n}$, then (10.9.20) too holds.
Proof. Follows by (10.9.21), Corollary 10.9.9, and Proposition 1.4.8.
Theorem 10.9.12. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div(10.1 .13)$. Assume that $\operatorname{dom} f$ is bounded. Then (10.9.19) holds. If in addition $\operatorname{int}(\operatorname{dom} f) \neq \emptyset$, then (10.9.20) too holds.

Proof. Follows from (10.9.21), Proposition 10.9.4, and Corollary 1.4.14.
Theorem 10.9.13. Let $f$ be a Borel function as in (10.1.1) satisfying (10.1.11), (10.1.13). Assume that $f$ is bounded on the bounded subsets of $\operatorname{dom} f$, and that one of the following conditions is fulfilled

$$
\lim _{z \rightarrow \infty} \frac{f(z)}{|z|}=+\infty
$$

for every $z_{0} \in \operatorname{rb}(\operatorname{co}(\operatorname{dom} f))$ there exists a non-trivial supporting hyperplane to $\operatorname{co}(\operatorname{dom} f)$ containing $z_{0}$ having a bounded intersection with $\operatorname{rb}(\operatorname{co}(\operatorname{dom} f))$.

Then (10.9.19) holds.
If in addition $\operatorname{int}(\operatorname{dom} f) \neq \emptyset$, then (10.9.20) too holds.
Proof. Follows from (10.9.21), Theorem 10.9.6, and Proposition 1.4.8 or Theorem 1.4.13.

Theorem 10.9.14. Let $n=1, f$ be a Borel function as in (10.1.1) satisfying (10.1.11) $\div$ (10.1.13). Then (10.9.20) holds.

Proof. Follows from (10.9.21), Proposition 10.9.10, and Corollary 1.4.16.

## Chapter 11

## Cut-off Functions and Partitions of Unity

In the present chapter, and in the next three, we study the homogenization process for some classes of unbounded integral functionals of the calculus of variations.

This chapter has a rather technical nature, and is preparatory to the next ones, where the full process will be analyzed. Here, we just discuss the construction of some special cut-off functions and partitions of unity on which the analysis carried out in the next chapters will depend deeply.

We also want point out here that in homogenization theory both sequences of discrete parameters (denoted by $h$ ) and continuous ones (denoted by $\varepsilon$ ) are traditionally used. Generally, the sequences of discrete parameters are assumed to be diverging in order to give the idea of the thickening of the materials that mix together. On the other side, continuous parameters are assumed to be vanishing in order to recall that the size of the zones occupied by the single materials becomes smaller and smaller.

We will use both the types of parameters. For sake of simplicity, we use sequences of discrete parameters for technical or intermediate results and the continuous parameters for the main theorems, to make them independent of the choice of sequences.

## §11.1 Cut-off Functions

Let $f$ be an integrand of the following type

$$
\left\{\begin{array}{l}
f:(x, z) \in \mathbf{R}^{n} \times \mathbf{R}^{n} \mapsto f(x, z) \in[0,+\infty]  \tag{11.1.1}\\
f\left(\mathcal{L}_{n}\left(\mathbf{R}^{n}\right) \times \mathcal{B}\left(\mathbf{R}^{n}\right)\right) \text {-measurable } \\
f Y \text {-periodic in the } x \text { variable, convex in the } z \text { one },
\end{array}\right.
$$

and let us introduce for every $q \in[1,+\infty]$, the function $\tilde{f}_{\text {hom }}^{q}$ defined by

$$
\begin{gather*}
\tilde{f}_{\mathrm{hom}}^{q}: z \in \mathbf{R}^{n} \mapsto  \tag{11.1.2}\\
\inf \left\{\int_{Y} f(y, z+\nabla v) d y: v \in W_{\mathrm{per}}^{1, q}(Y) \cap L^{\infty}(Y)\right\} .
\end{gather*}
$$

It is clear that, for every $q \in[1,+\infty]$, $\tilde{f}_{\text {hom }}^{q}$ turns out to be convex. In order to prove our results, we assume that

$$
\begin{equation*}
0 \in \operatorname{int}\left(\operatorname{dom} \tilde{f}_{\mathrm{hom}}^{q}\right) . \tag{11.1.3}
\end{equation*}
$$

Then there exists $\delta \in] 0,1[$ such that

$$
\begin{equation*}
B_{2 \delta}(0) \subseteq \operatorname{int}\left(\operatorname{dom} \tilde{f}_{\mathrm{hom}}^{q}\right), \tag{11.1.4}
\end{equation*}
$$

and, for every $j \in\{1, \ldots, n\}$, there exist $w_{j}^{+}, w_{j}^{-} \in W_{\text {per }}^{1, q}(Y) \cap L^{\infty}(Y)$ such that

$$
\begin{equation*}
f\left(\cdot, \delta \mathbf{e}_{j}+\nabla w_{j}^{+}(\cdot)\right) \in L^{1}(Y), f\left(\cdot, \delta \mathbf{e}_{j}+\nabla w_{j}^{-}(\cdot)\right) \in L^{1}(Y) \tag{11.1.5}
\end{equation*}
$$

Lemma 11.1.1. Let $f$ be as in (11.1.1), $q \in[1,+\infty]$, and let $\tilde{f}_{\text {hom }}^{q}$ be given by (11.1.2). Assume that (11.1.3) holds. Let $\delta \in] 0,1[$ satisfy (11.1.4). Then, for every $\left.\left\{r_{h}\right\} \subseteq\right] 0,+\infty\left[\right.$ strictly increasing and diverging, $\Omega \in \mathcal{A}_{0}$, and any compact subset $K$ of $\Omega$ there exist $\left\{\psi_{h}\right\} \subseteq W^{1, q}\left(\mathbf{R}^{n}\right) \cap L^{\infty}\left(\mathbf{R}^{n}\right)$, $\psi \in W^{1, q}\left(\mathbf{R}^{n}\right) \cap L^{\infty}\left(\mathbf{R}^{n}\right)$, and $\left.c_{f} \in\right] 0,+\infty\left[\left(c_{f}\right.\right.$ depending only on $n, f, q$, and $\delta$ ) such that

$$
\psi_{h}=\psi=0 \text { a.e. in } \mathbf{R}^{n} \backslash \Omega \text { for every } h \in \mathbf{N},
$$

$$
\begin{equation*}
0 \leq \psi_{h} \leq 1 \text { a.e. in } \Omega \text { for every } h \in \mathbf{N}, \tag{11.1.6}
\end{equation*}
$$

$$
\begin{equation*}
\psi_{h}=1 \text { a.e. in } K \text { for every } h \in \mathbf{N} \text {, } \tag{11.1.7}
\end{equation*}
$$

$\psi_{h} \rightarrow \psi$ in $L^{\infty}(\Omega)$ as $h$ diverges,

$$
\begin{gather*}
\limsup _{h \rightarrow+\infty} \int_{A} f\left(r_{h} x, \frac{\delta \operatorname{dist}(K, \partial \Omega)}{64 n 3^{n} \sqrt{n}} \nabla \psi_{h}\right) d x \leq c_{f} \mathcal{L}^{n}(A)  \tag{11.1.9}\\
\text { for every } A \in \mathcal{A}_{0}
\end{gather*}
$$

Proof. We first consider the case in which $\Omega=Q_{r}(0)$ and $K=\overline{Q_{\rho}(0)}$.

Let us fix $j \in\{1, \ldots, n\}$, and let $u_{j}^{+}$and $u_{j}^{-}$be two affine functions such that $\nabla u_{j}^{+}=\delta \mathbf{e}_{j}, \nabla u_{j}^{-}=-\delta \mathbf{e}_{j}$ and

$$
\left\{\begin{array}{l}
u_{j}^{+}=0 \text { on the first face of } Q_{r}(0) \text { in the direction of } \mathbf{e}_{j},  \tag{11.1.10}\\
u_{j}^{-}=0 \text { on the second face of } Q_{r}(0) \text { in the direction of } \mathbf{e}_{j} .
\end{array}\right.
$$

Since $Q_{r}(0)$ and $Q_{\rho}(0)$ have the same centre, it turns out that

$$
\left\{\begin{array}{l}
u_{j}^{+}=\frac{\delta}{2}(r-\rho) \text { on the first face of } Q_{\rho}(0)  \tag{11.1.11}\\
\text { in the direction of } \mathbf{e}_{j}, \\
u_{j}^{-}=\frac{\delta}{2}(r-\rho) \text { on the second face of } Q_{\rho}(0) \\
\text { in the direction of } \mathbf{e}_{j} .
\end{array}\right.
$$

Let $w_{j}^{+}, w_{j}^{-} \in W_{\text {per }}^{1, q}(Y) \cap L^{\infty}(Y)$ satisfy (11.1.5) and, for every $h \in \mathbf{N}$, $u_{j, h}^{+}, u_{j, h}^{-}$be defined by $u_{j, h}^{+}=u_{j}^{+}+\frac{1}{r_{h}} w_{j}^{+}\left(r_{h} \cdot\right), u_{j, h}^{-}=u_{j}^{-}+\frac{1}{r_{h}} w_{j}^{-}\left(r_{h} \cdot\right)$. Then, it results that

$$
\begin{equation*}
u_{j, h}^{+} \rightarrow u_{j}^{+}, u_{j, h}^{-} \rightarrow u_{j}^{-} \text {in } L^{\infty}\left(Q_{r}(0)\right), \tag{11.1.12}
\end{equation*}
$$

and, by (11.1.5),

$$
\begin{gather*}
\lim _{h \rightarrow+\infty} \int_{A} f\left(r_{h} x, \nabla u_{j, h}^{+}\right) d x=\mathcal{L}^{n}(A) \int_{Y} f\left(y, \delta \mathbf{e}_{j}+\nabla w_{j}^{+}\right) d y,  \tag{11.1.13}\\
\lim _{h \rightarrow+\infty} \int_{A} f\left(r_{h} x, \nabla u_{j, h}^{-}\right) d x=\mathcal{L}^{n}(A) \int_{Y} f\left(y,-\delta \mathbf{e}_{j}+\nabla w_{j}^{-}\right) d y \\
\text { for every } A \in \mathcal{A}_{0} .
\end{gather*}
$$

Set $M=\max \left\{\max _{j \in\{1, \ldots, n\}}\left\|w_{j}^{+}\right\|_{L^{\infty}(Y)}, \max _{j \in\{1, \ldots, n\}}\left\|w_{j}^{-}\right\|_{L^{\infty}(Y)}\right\}+$ $1, h_{0}=\left[\frac{8 M}{\delta(r-\rho)}\right]+1$, and let $\left\{\chi_{h}\right\} \subseteq C^{1}(\mathbf{R})$ be such that

$$
\left\{\begin{array}{l}
\left.\chi_{h}(t)=0 \text { for every } t \in\right]-\infty, \frac{M}{h}[  \tag{11.1.14}\\
\left.\chi_{h}(t)=\frac{\delta}{2}(r-\rho) \text { for every } t \in\right] \frac{\delta}{2}(r-\rho)-\frac{M}{h},+\infty[ \\
\left.\chi_{h} \text { affine in }\right] 2 \frac{M}{h}, \frac{\delta}{2}(r-\rho)-2 \frac{M}{h}[ \\
0 \leq \chi_{h}^{\prime}(t) \leq 2 \text { for every } t \in \mathbf{R}
\end{array}\right.
$$

$$
\text { for every } h \geq h_{0} \text {. }
$$

It results that

$$
\begin{equation*}
\chi_{h} \rightarrow \chi_{\infty} \text { in } L^{\infty}(\mathbf{R}), \tag{11.1.15}
\end{equation*}
$$

where $\chi_{\infty}$ is the function on $\mathbf{R}$ defined by

$$
\chi_{\infty}(t)= \begin{cases}0 & \text { if } t \in]-\infty, 0[  \tag{11.1.16}\\ t & \text { if } t \in\left[0, \frac{\delta}{2}(r-\rho)\right] \\ \frac{\delta}{2}(r-\rho) & \text { if } t \in] \frac{\delta}{2}(r-\rho),+\infty[.\end{cases}
$$

For every $h \in \mathbf{N}, \chi_{h}\left(u_{j, h}^{+}\right), \chi_{h}\left(u_{j, h}^{-}\right), \chi_{\infty}\left(u^{j}\right)$, and $\chi_{\infty}\left(v^{j}\right)$ are in $W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right) \cap L^{\infty}\left(\mathbf{R}^{n}\right)$. From (11.1.10) $\div(11.1 .12)$, (11.1.14), and (11.1.15), it follows that
(11.1.17) $\quad 0 \leq \chi_{h}\left(u_{j, h}^{+}\right) \leq \frac{\delta}{2}(r-\rho), 0 \leq \chi_{h}\left(u_{j, h}^{-}\right) \leq \frac{\delta}{2}(r-\rho)$ a.e. in $\mathbf{R}^{n}$
for every $h \geq h_{0}$,

$$
\begin{align*}
& \left\{\begin{array}{l}
\text { the trace of } \chi_{h}\left(u_{j, h}^{+}\right) \text {on the first face of } Q_{r}(0) \\
\text { the trace of } \chi_{h}\left(u_{j, h}^{-}\right) \text {on the second face of } Q_{r}(0) \\
\quad \text { in the direction of } \mathbf{e}_{j} \text { is } 0
\end{array}\right.  \tag{11.1.18}\\
& \text { for every } h \geq h_{0}
\end{align*}
$$

and

$$
\begin{equation*}
\chi_{h}\left(u_{j, h}^{+}\right) \rightarrow \chi_{\infty}\left(u_{j}^{+}\right), \chi_{h}\left(u_{j, h}^{-}\right) \rightarrow \chi_{\infty}\left(u_{j}^{-}\right) \text {in } L^{\infty}\left(Q_{r}(0)\right) . \tag{11.1.20}
\end{equation*}
$$

Moreover, it results that

$$
\begin{gather*}
\limsup _{h \rightarrow+\infty} \int_{A} f\left(r_{h} x, \frac{1}{2} \nabla\left(\chi_{h}\left(u_{j, h}^{+}\right)\right)\right) d x \leq  \tag{11.1.21}\\
\leq\left(\int_{Y} f\left(y, \delta \mathbf{e}_{j}+\nabla w_{j}^{+}\right) d y+\int_{Y} f(y, 0) d y\right) \mathcal{L}^{n}(A), \\
\limsup _{h \rightarrow+\infty} \int_{A} f\left(r_{h} x, \frac{1}{2} \nabla\left(\chi_{h}\left(u_{j, h}^{-}\right)\right)\right) d x \leq \\
\leq\left(\int_{Y} f\left(y,-\delta \mathbf{e}_{j}+\nabla w_{j}^{-}\right) d y+\int_{Y} f(y, 0) d y\right) \mathcal{L}^{n}(A) \\
\text { for every } A \in \mathcal{A}_{0} .
\end{gather*}
$$

In fact, because of the convexity of $f$, and by (11.1.14), it results that (we prove only the first statement in (11.1.21), the other being similar)
(11.1.22)

$$
f\left(r_{h} x, \frac{1}{2} \nabla\left(\chi_{h}\left(u_{j, h}^{+}\right)\right)(x)\right)=f\left(r_{h} x, \frac{1}{2} \chi_{h}^{\prime}\left(u_{j, h}^{+}(x)\right) \nabla u_{j, h}^{+}(x)\right) \leq
$$

$$
\leq \frac{1}{2} \chi_{h}^{\prime}\left(u_{j, h}^{+}(x)\right) f\left(r_{h} x, \nabla u_{j, h}^{+}(x)\right)+\left(1-\frac{1}{2} \chi_{h}^{\prime}\left(u_{j, h}^{+}(x)\right)\right) f\left(r_{h} x, 0\right) \leq
$$

$\leq f\left(r_{h} x, \nabla u_{j, h}^{+}(x)\right)+f\left(r_{h} x, 0\right)$ for a.e. $x \in \mathbf{R}^{n}$, and every $h \geq h_{0}$,
therefore (11.1.21) follows by combining (11.1.22) with (11.1.13), and by recalling that $f(\cdot, 0) \in L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$.

Set now

$$
\begin{gathered}
\psi_{h}(x)=\frac{1}{\left(\frac{\delta}{2}\right)^{2 n}(r-\rho)^{2 n}} \prod_{j=1}^{n} \chi_{h}\left(u_{j, h}^{+}(x)\right) \chi_{h}\left(u_{j, h}^{-}(x)\right) \\
\text { for a.e. } x \in \mathbf{R}^{n}, \text { and every } h \in \mathbf{N} \\
\psi(x)=\frac{1}{\left(\frac{\delta}{2}\right)^{2 n}(r-\rho)^{2 n}} \prod_{j=1}^{n} \chi_{\infty}\left(u_{j}^{+}(x)\right) \chi_{\infty}\left(u_{j}^{-}(x)\right) \text { for a.e. } x \in \mathbf{R}^{n} .
\end{gathered}
$$

It is obvious that, $\psi_{h}$ and $\psi$ are in $W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right) \cap L^{\infty}\left(\mathbf{R}^{n}\right)$ for every $h \in \mathbf{N}$. Moreover, from (11.1.10) and (11.1.16) $\div(11.1 .20)$ it follows that

$$
\begin{equation*}
\psi_{h} \in W_{0}^{1, q}\left(Q_{r}(0)\right), \psi \in W_{0}^{1, q}\left(Q_{r}(0)\right) \text { for every } h \geq h_{0} \tag{11.1.23}
\end{equation*}
$$

$$
\begin{equation*}
0 \leq \psi_{h} \leq 1 \text { a.e. in } Q_{r}(0) \text { for every } h \geq h_{0} \tag{11.1.24}
\end{equation*}
$$

$$
\begin{equation*}
\psi_{h}=1 \text { a.e. in } Q_{\rho}(0) \text { for every } h \geq h_{0} \tag{11.1.25}
\end{equation*}
$$

$$
\begin{equation*}
\psi_{h} \rightarrow \psi \text { in } L^{\infty}\left(Q_{r}(0)\right) \tag{11.1.26}
\end{equation*}
$$

Furthermore, it results that

$$
\begin{equation*}
\limsup _{h \rightarrow+\infty} \int_{A} f\left(r_{h} x, \frac{\delta(r-\rho)}{8 n} \nabla \psi_{h}\right) d x \leq c \mathcal{L}^{n}(A) \tag{11.1.27}
\end{equation*}
$$

for every $A \in \mathcal{A}_{0}$,
where

$$
\begin{gather*}
c=\sum_{j=1}^{n}\left\{\int_{Y} f\left(y, \delta \mathbf{e}_{j}+\nabla w_{j}^{+}\right) d y+\int_{Y} f\left(y,-\delta \mathbf{e}_{j}+\nabla w_{j}^{-}\right) d y\right\}+  \tag{11.1.28}\\
+(3 n+1) \int_{Y} f(y, 0) d y
\end{gather*}
$$

In fact, once we define for every $h \geq h_{0}, j \in\{1, \ldots, n\}$, and a.e. $x \in \mathbf{R}^{n} \lambda_{h}^{j}(x)=\frac{\prod_{i=1, i \neq j}^{n} \chi_{h}\left(u_{j, h}^{+}(x)\right) \chi_{h}\left(u_{j, h}^{-}(x)\right)}{\left(\frac{j}{2}\right)^{2 n-2}(r-\rho)^{2 n-2} n}$, we have that $0 \leq \lambda_{h}^{j}(x) \leq \frac{1}{n}$, and, consequently, $\sum_{j=1}^{n} \lambda_{h}^{j}(x) \leq 1$. Therefore by the convexity properties of $f$, and (11.1.17), it results that

$$
\begin{gathered}
f\left(r_{h} x, \frac{\delta(r-\rho)}{8 n} \nabla \psi_{h}(x)\right)= \\
=f\left(r_{h} x, \sum_{j=1}^{n} \lambda_{h}^{j}(x)\left(\frac{\chi_{h}\left(u_{j, h}^{+}(x)\right)}{4 \frac{\delta}{2}(r-\rho)} \nabla\left(\chi_{h}\left(u_{j, h}^{-}\right)\right)(x)+\right.\right. \\
\left.\left.+\frac{\chi_{h}\left(u_{j, h}^{-}(x)\right)}{4 \frac{\delta}{2}(r-\rho)} \nabla\left(\chi_{h}\left(u_{j, h}^{+}\right)\right)(x)\right)\right) \leq \\
\leq \sum_{j=1}^{n} f\left(r_{h} x, \frac{1}{2} \frac{\chi_{h}\left(u_{j, h}^{+}(x)\right)}{\frac{\delta}{2}(r-\rho)} \frac{1}{2} \nabla\left(\chi_{h}\left(u_{j, h}^{-}\right)\right)(x)+\right. \\
\left.\quad+\frac{1}{2} \frac{\chi_{h}\left(u_{j, h}^{-}(x)\right)}{\frac{\delta}{2}(r-\rho)} \frac{1}{2} \nabla\left(\chi_{h}\left(u_{j, h}^{+}\right)\right)(x)\right)+f\left(r_{h} x, 0\right) \leq \\
\leq \sum_{j=1}^{n} f\left(r_{h} x, \frac{1}{2} \nabla\left(\chi_{h}\left(u_{j, h}^{-}\right)\right)(x)\right)+\sum_{j=1}^{n} f\left(r_{h} x, \frac{1}{2} \nabla\left(\chi_{h}\left(u_{j, h}^{+}\right)\right)(x)\right)+ \\
\quad+\sum_{j=1}^{n} f\left(r_{h} x, 0\right)+f\left(r_{h} x, 0\right) \text { for a.e. } x \in \mathbf{R}^{n}, \text { and every } h \geq h_{0} .
\end{gathered}
$$

In conclusion, (11.1.27) follows by combining the above inequalities with (11.1.21), and recalling that $f(\cdot, 0) \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$.

Consider now the general case.
Let $\mathcal{R}=\left\{Q_{\rho}^{j}\right\}_{j \in \mathbf{N}}$ be a partition of $\mathbf{R}^{n}$ into half open cubes with faces parallel to the coordinate planes, and sidelength $\rho=\frac{\operatorname{dist}(K, \partial \Omega)}{2 \sqrt{n}}$. Let us observe that it is not restrictive to assume the existence of $m \in \mathbf{N}$ such that $Q_{\rho}^{j} \cap K \neq \emptyset$ if and only if $j \in\{1, \ldots, m\}$.

Let $r=\frac{3}{2} \rho=\frac{3}{4} \frac{\operatorname{dist}(K, \partial \Omega)}{\sqrt{n}}$ and, for every $j \in \mathbf{N}$, let $Q_{r}^{j}$ be an open cube with faces parallel to the coordinate planes, centred as $Q_{\rho}^{j}$, and with sidelength equal to $r$.

Because of (11.1.23) $\div(11.1 .27)$, for every $j \in\{1, \ldots, m\}$ there exist $\left\{\psi_{h}^{j}\right\} \subseteq W_{0}^{1, q}\left(Q_{r}^{j}\right)$, and $\psi^{j} \in W_{0}^{1, q}\left(Q_{r}^{j}\right)$ such that

$$
\begin{equation*}
0 \leq \psi_{h}^{j} \leq 1 \text { a.e. in } Q_{r}^{j} \text { for every } h \in \mathbf{N} \tag{11.1.29}
\end{equation*}
$$

$$
\begin{equation*}
\psi_{h}^{j}=1 \text { a.e. in } Q_{\rho}^{j} \text { for every } h \in \mathbf{N} \tag{11.1.30}
\end{equation*}
$$

$$
\begin{equation*}
\psi_{h}^{j} \rightarrow \psi^{j} \text { in } L^{\infty}\left(Q_{r}^{j}\right), \tag{11.1.31}
\end{equation*}
$$

$\limsup _{h \rightarrow+\infty} \int_{A} f\left(r_{h} x, \frac{\delta(r-\rho)}{8 n} \nabla \psi_{h}^{j}\right) d x \leq c \mathcal{L}^{n}(A)$
for every $A \in \mathcal{A}_{0}$,
where $c$ is given by (11.1.28).
Let $\chi \in C^{1}(\mathbf{R})$ satisfy

$$
\left\{\begin{array}{l}
\chi(t)=0 \text { for every } t \in]-\infty, 0] \\
\chi(t)=1 \text { for every } t \in[1,+\infty[ \\
0 \leq \chi^{\prime}(t) \leq 2 \text { for every } t \in \mathbf{R}
\end{array}\right.
$$

and, for $h \in \mathbf{N}$, let $\psi_{h}$ and $\psi$ be defined by

$$
\psi_{h}=\chi\left(\sum_{j=1}^{m} \psi_{h}^{j}\right) \quad \psi=\chi\left(\sum_{j=1}^{m} \psi^{j}\right)
$$

It is obvious that, for every $h \in \mathbf{N}, \psi_{h}$ and $\psi$ belong to $W_{0}^{1, q}(\Omega) \cap$ $L^{\infty}(\Omega)$ and that (11.1.6) holds. Moreover (11.1.8) follows from (11.1.29) and (11.1.31).

Since $K \subseteq \cup_{j=1}^{m} \overline{Q_{\rho}^{j}}$, from (11.1.30) it follows that $\sum_{j=1}^{m} \psi_{h}^{j}(x) \geq 1$ a.e. in $K$ for every $h \in \mathbf{N}$. Consequently, equality (11.1.7) holds.

Finally, we prove (11.1.9).
Let $A \in \mathcal{A}_{0}$. It is not restrictive to assume the existence of a positive integer $s \geq m$ such that $A \subseteq \cup_{i=1}^{s} Q_{\rho}^{i}$.

On the other hand, for every fixed $i \in\{1, \ldots, s\}$, let $c_{i}$ be the number of the cubes in $\left\{Q_{r}^{j}\right\}_{j \in\{1, \ldots, m\}}$ that have nonempty intersection with $Q_{\rho}^{i}$, and let $j_{1}(i), \ldots, j_{c_{i}}(i) \in\{1, \ldots, m\}$ be such that $Q_{r}^{j} \cap Q_{\rho}^{i} \neq \emptyset$ if and only if $j \in\left\{j_{1}(i), \ldots, j_{c_{i}}(i)\right\}$. Clearly for every $i \in\{1, \ldots, s\}$, it turns out that $c_{i} \leq 3^{n}$.

Consequently (11.1.1), (11.1.32), and the properties of $\chi$ provide that

$$
\begin{gathered}
\limsup _{h \rightarrow+\infty} \int_{A} f\left(r_{h} x, \frac{\delta \operatorname{dist}(K, \partial \Omega)}{64 n 3^{n} \sqrt{n}} \nabla \psi_{h}\right) d x= \\
=\limsup _{h \rightarrow+\infty} \int_{A} f\left(r_{h} x, \frac{1}{2} \chi^{\prime}\left(\sum_{j=1}^{m} \psi_{h}^{j}\right) \frac{\delta \operatorname{dist}(K, \partial \Omega)}{32 n 3^{n} \sqrt{n}} \sum_{j=1}^{m} \nabla \psi_{h}^{j}\right) d x \leq \\
\leq \limsup _{h \rightarrow+\infty} \int_{A} \frac{1}{2} \chi^{\prime}\left(\sum_{j=1}^{m} \psi_{h}^{j}\right) f\left(r_{h} x, \frac{\delta \operatorname{dist}(K, \partial \Omega)}{32 n 3^{n} \sqrt{n}} \sum_{j=1}^{m} \nabla \psi_{h}^{j}\right) d x+
\end{gathered}
$$

$$
\begin{gathered}
+\limsup _{h \rightarrow+\infty} \int_{A}\left(1-\frac{1}{2} \chi^{\prime}\left(\sum_{j=1}^{m} \psi_{h}^{j}\right)\right) f\left(r_{h} x, 0\right) d x \leq \\
\leq \limsup _{h \rightarrow+\infty} \sum_{i=1}^{s} \int_{Q_{\rho}^{i} \cap A} f\left(r_{h} x, \frac{\delta \operatorname{dist}(K, \partial \Omega)}{32 n 3^{n} \sqrt{n}} \sum_{j=1}^{m} \nabla \psi_{h}^{j}\right) d x+ \\
+\mathcal{L}^{n}(A) \int_{Y} f(y, 0) d y= \\
=\limsup _{h \rightarrow+\infty} \sum_{i=1}^{s} \int_{Q_{\rho}^{i} \cap A} f\left(r_{h} x, \frac{\delta \operatorname{dist}(K, \partial \Omega)}{32 n 3^{n} \sqrt{n}} \sum_{k=1}^{c_{i}} \nabla \psi_{h}^{j_{k}(i)}\right) d x+ \\
+\mathcal{L}^{n}(A) \int_{Y} f(y, 0) d y \leq \\
\leq \limsup _{h \rightarrow+\infty} \sum_{i=1}^{s} \frac{c_{i}}{3^{n}} \int_{Q_{\rho}^{i} \cap A} f\left(r_{h} x, \sum_{k=1}^{c_{i}} \frac{\delta \operatorname{dist}(K, \partial \Omega)}{c_{i} 32 n \sqrt{n}} \nabla \psi_{h}^{j_{k}(i)}\right) d x+ \\
+\sum_{i=1}^{s}\left(1-\frac{c_{i}}{3^{n}}\right)_{h \rightarrow+\infty} \int_{Q_{\rho}^{i} \cap A} f\left(r_{h} x, 0\right) d x+\mathcal{L}^{n}(A) \int_{Y} f(y, 0) d y \leq \\
\leq \frac{1}{3^{n}} \limsup _{h \rightarrow+\infty} \sum_{i=1}^{s} \sum_{k=1}^{c_{i}} \int_{Q_{\rho}^{i} \cap A} f\left(r_{h} x, \frac{\delta \operatorname{dist}(K, \partial \Omega)}{32 n \sqrt{n}} \nabla \psi_{h}^{j_{k}(i)}\right) d x+ \\
\quad+2 \mathcal{L}^{n}(A) \int_{Y} f(y, 0) d y= \\
=\frac{1}{3^{n}} \limsup _{h \rightarrow+\infty}^{s} \sum_{i=1}^{s} \sum_{k=1}^{c_{i}} \int_{Q_{\rho}^{i} \cap A} f\left(r_{h} x, \frac{\delta(r-\rho)}{8 n} \nabla \psi_{h}^{j_{k}(i)}\right) d x+ \\
\quad+2 \mathcal{L}^{n}(A) \int_{Y} f(y, 0) d y \leq \\
\leq c \sum_{i=1}^{s} \mathcal{L}^{n}\left(Q_{\rho}^{i} \cap A\right)+2 \mathcal{L}^{n}(A) \int_{Y} f(y, 0) d y=\left(c+2 \int_{Y} f(y, 0) d y\right) \mathcal{L}^{n}(A),
\end{gathered}
$$

where $c$ is given by (11.1.28).
Because of this, inequality (11.1.9) follows. This completes the proof.

Remark 11.1.2. We point out that under the assumptions of Lemma 11.1.1, if $\delta$ satisfies (11.1.4) and, for every $j \in\{1, \ldots, n\}, w_{j}^{+}, w_{j}^{-} \in$ $W_{\text {per }}^{1, q}(Y) \cap L^{\infty}(Y)$ satisfy (11.1.5), the constant $c_{f}$ in (11.1.9) is given by

$$
c_{f}=\sum_{j=1}^{n}\left(\int_{Y} f\left(y, \delta \mathbf{e}_{j}+D w_{j}^{+}\right) d y+\int_{Y} f\left(y,-\delta \mathbf{e}_{j}+D w_{j}^{-}\right) d y\right)+
$$

$$
+3(n+1) \int_{Y} f(y, 0) d y .
$$

## §11.2 Partitions of Unity

For every $f$ as in (11.1.1) and $z_{0} \in \mathbf{R}^{n}$ we introduce the function $f^{\left(z_{0}\right)}$ given by

$$
\begin{equation*}
f^{\left(z_{0}\right)}:(x, z) \in \mathbf{R}^{n} \times \mathbf{R}^{n} \mapsto f(x, z)+f\left(x, 2 z_{0}-z\right) . \tag{11.2.1}
\end{equation*}
$$

It is clear that, for fixed $z_{0} \in \mathbf{R}^{n}, f^{\left(z_{0}\right)}(x, \cdot)$ is symmetric with respect to $z_{0}$ for a.e. $x \in \mathbf{R}^{n}$, and that

$$
f(x, z) \leq f^{\left(z_{0}\right)}(x, z) \text { for a.e. } x \in \mathbf{R}^{n} \text {, and every } z \in \mathbf{R}^{n} .
$$

For every $q \in[1,+\infty]$ and $z_{0} \in \mathbf{R}^{n}$, we set

$$
\begin{array}{r}
\widetilde{C}^{q}\left(z_{0}\right)=\operatorname{dom} \widetilde{f_{\left(z_{0}\right)}^{\text {hom }}}{ }_{\text {hom }}^{q}=\left\{z \in \mathbf{R}^{n}:\right. \text { there exists }  \tag{11.2.2}\\
\left.v \in W_{\text {per }}^{1, q}(Y) \cap L^{\infty}(Y) \text { with } \int_{Y} f^{\left(z_{0}\right)}(y, z+\nabla v) d y<+\infty\right\} .
\end{array}
$$

It is clear that, for every $q \in[1,+\infty]$ and $z_{0} \in \mathbf{R}^{n}, \widetilde{C}^{q}\left(z_{0}\right)$ is convex.
In the following, given $z_{0} \in \mathbf{R}^{n}$, we assume that

$$
\begin{equation*}
\operatorname{int}\left(\widetilde{C}^{q}\left(z_{0}\right)\right) \neq \emptyset \tag{11.2.3}
\end{equation*}
$$

We also observe that (11.2.3) with $z_{0}=0$ implies (11.1.3).
Proposition 11.2.1. Let $f$ be as in (11.1.1), $q \in[1,+\infty], z_{0} \in \mathbf{R}^{n}$, and $\widetilde{C}^{q}\left(z_{0}\right)$ be defined in (11.2.2). Assume that (11.2.3) holds. Then there exists $\delta \in] 0,1[$ such that

$$
\begin{equation*}
B_{2 \delta}\left(z_{0}\right) \subset \subset \operatorname{int}\left(\widetilde{C}^{q}\left(z_{0}\right)\right), \tag{11.2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{Y} f\left(y, z_{0}\right) d y<+\infty \tag{11.2.5}
\end{equation*}
$$

Proof. Since $\widetilde{C}^{q}\left(z_{0}\right)$ is symmetric with respect to $z_{0}$ and convex, assumption (11.2.3) provides the existence of $\delta \in] 0,1[$ for which (11.2.4) holds.

By (11.2.4) it follows trivially that $z_{0} \in \widetilde{C}^{q}\left(z_{0}\right)$. Consequently there exists $v_{0} \in W_{\text {per }}^{1, q}(Y) \cap L^{\infty}(Y)$ such that $\int_{Y} f^{\left(z_{0}\right)}\left(y, z_{0}+\nabla v_{0}\right) d y<+\infty$. Because of this, (11.2.5) follows, once we observe that (11.1.1) implies that

$$
\begin{gathered}
f\left(y, z_{0}\right)=f\left(y, \frac{1}{2}\left(z_{0}+\nabla v_{0}\right)+\frac{1}{2}\left(z_{0}-\nabla v_{0}\right)\right) \leq \\
\leq \frac{1}{2}\left\{f\left(y, z_{0}+\nabla v_{0}\right)+f\left(y, z_{0}-\nabla v_{0}\right)\right\}=\frac{1}{2} f^{\left(z_{0}\right)}\left(y, z_{0}+\nabla v_{0}\right) \\
\text { for a.e. } y \in Y .
\end{gathered}
$$

Let $\varepsilon \in] 0,+\infty\left[\right.$, and $P_{1}, \ldots, P_{m} \subseteq \mathbf{R}^{n}$. For every $i \in\{1, \ldots, m\}$, denote by $\nu_{\varepsilon}\left(P_{1}, \ldots, P_{m}\right)\left(P_{i}\right)$ the number of the elements in $\left\{P_{1}, \ldots, P_{m}\right\}$ whose distance from $P_{i}$ is less than $\varepsilon$. Moreover, set

$$
\begin{equation*}
\sigma_{\varepsilon}\left(P_{1}, \ldots, P_{m}\right)=\sup _{i \in\{1, \ldots, m\}} \nu_{\varepsilon}\left(P_{1}, \ldots, P_{m}\right)\left(P_{i}\right) . \tag{11.2.6}
\end{equation*}
$$

It is obvious that $\sigma_{\varepsilon}\left(P_{1}, \ldots, P_{m}\right) \in\{1, \ldots, m\}$.
Finally, for every $i \in\{1, \ldots, m\}$, set $P_{i, \varepsilon}^{+}=\left(P_{i}\right)_{\varepsilon}^{+}, P_{i, \varepsilon}^{-}=\left(P_{i}\right)_{\varepsilon}^{-}$.
Lemma 11.2.2. Let $f$ be as in (11.1.1), $z_{0}=0, f^{(0)}$ be given by (11.2.1), $q \in[1,+\infty]$, and $\widetilde{C}^{q}(0)$ be defined in (11.2.2). Assume that (11.2.3) holds. Let $\delta \in] 0,1\left[\right.$ satisfy (11.2.4). Let $\left\{\Omega_{1}, \ldots, \Omega_{m}\right\}$ be a finite family of bounded disjoint open subsets of $\mathbf{R}^{n}$, and $\left.\varepsilon \in\right] 0+\infty[$ be such that $\Omega_{j, \varepsilon}^{-} \neq \emptyset$ for every $j \in\{1, \ldots, m\}$. Then, for every $j \in\{1, \ldots, m\}$ there exist $\left\{\gamma_{h}^{\varepsilon, j}\right\} \subseteq W^{1, q}\left(\mathbf{R}^{n}\right) \cap L^{\infty}\left(\mathbf{R}^{n}\right), \gamma^{\varepsilon, j} \in W^{1, q}\left(\mathbf{R}^{n}\right) \cap L^{\infty}\left(\mathbf{R}^{n}\right)$ such that

$$
\begin{equation*}
\gamma_{h}^{\varepsilon, j}=\gamma^{\varepsilon, j}=0 \text { a.e. in } \mathbf{R}^{n} \backslash \Omega_{j, \varepsilon}^{+} \text {for every } h \in \mathbf{N}, \tag{11.2.7}
\end{equation*}
$$

$$
\begin{equation*}
0 \leq \gamma_{h}^{\varepsilon, j} \leq 1 \text { a.e. in } \cup_{i=1}^{m} \Omega_{i} \text { for every } h \in \mathbf{N}, \tag{11.2.8}
\end{equation*}
$$

$$
\begin{equation*}
\gamma_{h}^{\varepsilon, j}=1 \text { a.e. in } \Omega_{j, \varepsilon}^{-} \text {for every } h \in \mathbf{N} \text {, } \tag{11.2.9}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{i=1}^{m} \gamma_{h}^{\varepsilon, i}=1 \text { a.e. in } \cup_{i=1}^{m} \Omega_{i} \text { for every } h \in \mathbf{N}, \tag{11.2.10}
\end{equation*}
$$

$$
\begin{equation*}
\gamma_{h}^{\varepsilon, j} \rightarrow \gamma^{\varepsilon, j} \text { in } L^{\infty}\left(\cup_{i=1}^{m} \Omega_{i}\right), \tag{11.2.11}
\end{equation*}
$$

$$
\begin{equation*}
\limsup _{h \rightarrow+\infty} \int_{A} f^{(0)}\left(h x, \frac{\delta \varepsilon}{256 n 3^{n} \sqrt{n} \sigma_{\varepsilon}\left(\Omega_{1}, \ldots, \Omega_{m}\right)} \nabla \gamma_{h}^{\varepsilon, j}\right) d x \leq \tag{11.2.12}
\end{equation*}
$$

$$
\leq 2\left(c_{f}+2 \int_{Y} f(y, 0) d y\right) \mathcal{L}^{n}(A) \text { for every } A \in \mathcal{A}\left(\cup_{i=1}^{m} \Omega_{i}\right)
$$

where $c_{f}$ is defined in Remark 11.1.2.
Proof. For every $j \in\{1, \ldots, m\}$ let $\left\{\psi_{h}^{\varepsilon, j}\right\}$, and $\psi^{\varepsilon, j}$ be given by Lemma 11.1.1 applied to $f^{(0)}$ with $\Omega=\Omega_{j, \varepsilon}^{+}$, and $K=\overline{\Omega_{j, \frac{\varepsilon}{2}}^{+}}$. Then it results that
$\sum_{j=1}^{m} \psi_{h}^{\varepsilon, j}(x) \geq 1, \sum_{j=1}^{m} \psi^{\varepsilon, j}(x) \geq 1$ for a.e. $x \in \cup_{j=1}^{m} \Omega_{j, \frac{\varepsilon}{2}}^{+}$, and every $h \in \mathbf{N}$.
Let $A_{\varepsilon}$ be an open set with Lipschitz boundary such that $\cup_{j=1}^{m} \Omega_{j} \subset \subset$ $A_{\varepsilon} \subset \subset \cup_{j=1}^{m} \Omega_{j, \frac{\varepsilon}{2}}^{+}$, and, for every $h \in \mathbf{N}$, let $\vartheta_{h}^{\varepsilon}, \vartheta^{\varepsilon} \in W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right) \cap L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$ such that

$$
\left\{\begin{array}{l}
\vartheta_{h}^{\varepsilon}(x)=\sum_{i=1}^{m} \psi_{h}^{\varepsilon, i}(x), \vartheta^{\varepsilon}(x)=\sum_{i=1}^{m} \psi^{\varepsilon, i}(x) \text { for a.e. } x \in A_{\varepsilon},  \tag{11.2.13}\\
\vartheta_{h}^{\varepsilon}(x) \geq 1, \vartheta^{\varepsilon}(x) \geq 1 \text { for a.e. } x \in \mathbf{R}^{n} .
\end{array}\right.
$$

For every $j \in\{1, \ldots, m\}, h \in \mathbf{N}$ let $\gamma_{h}^{\varepsilon, j}$, and $\gamma^{\varepsilon, j}$ be the functions defined by

$$
\begin{equation*}
\gamma_{h}^{\varepsilon, j}=\frac{\psi_{h}^{\varepsilon, j}}{\vartheta_{h}^{\varepsilon}}, \quad \gamma^{\varepsilon, j}=\frac{\psi^{\varepsilon, j}}{\vartheta^{\varepsilon}} . \tag{11.2.14}
\end{equation*}
$$

Then, by Lemma 11.1.1, and (11.2.13), the functions in (11.2.14) satisfy conditions (11.2.7) $\div(11.2 .11)$.

To prove (11.2.12) let us fix $j \in\{1, \ldots, m\}$, set $\sigma_{\varepsilon}=\sigma_{\varepsilon}\left(\Omega_{1}, \ldots, \Omega_{m}\right)$, and let, for every $h \in \mathbf{N}$ and a.e. $x \in \cup_{i=1}^{m} \Omega_{i}, \lambda_{h}^{\varepsilon}(x)=\frac{1}{2 \sum_{i=1}^{m} \psi_{h}^{\epsilon, i}(x)}$, $\lambda_{h}^{\varepsilon, j}(x)=\frac{\psi_{h}^{\varepsilon, j}(x)}{2\left(\sum_{i=1}^{m} \psi_{h}^{\varepsilon, i}(x)\right)^{2}}$.

Because of (11.2.14) and (11.2.13), of the convexity of $f$, of the symmetry properties of $f^{(0)}$, and by observing that, for every $h \in \mathbf{N}$ and a.e. $x \in \cup_{i=1}^{m} \Omega_{i}, 0 \leq \lambda_{h}^{\varepsilon}(x) \leq \frac{1}{2}$ and $0 \leq \lambda_{h}^{\varepsilon, j}(x) \leq \frac{1}{2}$, it results that

$$
\begin{equation*}
f^{(0)}\left(h x, \frac{\delta \varepsilon}{256 n 3^{n} \sqrt{n} \sigma_{\varepsilon}} \nabla \gamma_{h}^{\varepsilon, j}(x)\right)= \tag{11.2.15}
\end{equation*}
$$

$=f^{(0)}\left(h x, \lambda_{h}^{\varepsilon}(x) \frac{\delta \varepsilon}{128 n 3^{n} \sqrt{n} \sigma_{\varepsilon}} \nabla \psi_{h}^{\varepsilon, j}(x)-\right.$

$$
\begin{gathered}
\left.-\lambda_{h}^{\varepsilon, j}(x) \frac{\delta \varepsilon}{128 n 3^{n} \sqrt{n} \sigma_{\varepsilon}} \sum_{i=1}^{m} \nabla \psi_{h}^{\varepsilon, i}(x)\right) \leq \\
\leq \lambda_{h}^{\varepsilon}(x) f^{(0)}\left(h x, \frac{\delta \varepsilon}{128 n 3^{n} \sqrt{n} \sigma_{\varepsilon}} \nabla \psi_{h}^{\varepsilon, j}(x)\right)+
\end{gathered}
$$

$$
\begin{gathered}
+\lambda_{h}^{\varepsilon, j}(x) f^{(0)}\left(h x, \frac{\delta \varepsilon}{128 n 3^{n} \sqrt{n}} \sum_{i=1}^{m} \frac{1}{\sigma_{\varepsilon}} \nabla \psi_{h}^{\varepsilon, i}(x)\right)+ \\
+\left(1-\lambda_{h}^{\varepsilon}(x)-\lambda_{h}^{\varepsilon, j}(x)\right) f^{(0)}(h x, 0) \leq \\
\leq f^{(0)}\left(h x, \frac{\delta \varepsilon}{128 n 3^{n} \sqrt{n} \sigma_{\varepsilon}} \nabla \psi_{h}^{\varepsilon, j}(x)\right)+ \\
+f^{(0)}\left(h x, \frac{\delta \varepsilon}{128 n 3^{n} \sqrt{n}} \sum_{i=1}^{m} \frac{1}{\sigma_{\varepsilon}} \nabla \psi_{h}^{\varepsilon, i}(x)\right)+2 f(h x, 0) \\
\text { for a.e. } x \in \cup_{i=1}^{m} \Omega_{i}, \text { and every } h \in \mathbf{N} .
\end{gathered}
$$

Let us consider separately the first two terms after the last inequality in (11.2.15). Since $\left.\left.\frac{1}{\sigma_{\varepsilon}} \in\right] 0,1\right]$, the convexity of $f$ provides that

$$
\begin{gather*}
f^{(0)}\left(h x, \frac{\delta \varepsilon}{128 n 3^{n} \sqrt{n} \sigma_{\varepsilon}} \nabla \psi_{h}^{\varepsilon, j}(x)\right) \leq  \tag{11.2.16}\\
\leq f^{(0)}\left(h x, \frac{\delta \varepsilon / 2}{64 n 3^{n} \sqrt{n}} \nabla \psi_{h}^{\varepsilon, j}(x)\right)+2 f(h x, 0)
\end{gather*}
$$

for a.e. $x \in \cup_{i=1}^{m} \Omega_{i}$, and every $h \in \mathbf{N}$.
On the other hand, for a fixed $l \in\{1, \ldots, m\}$, the number of the sets $\Omega_{i}$, with $i \in\{1, \ldots, m\}$, such that $\operatorname{dist}\left(\Omega_{i}, \Omega_{l}\right)<\varepsilon$ is less than or equal to $\sigma_{\varepsilon}$. Let $\left\{\Omega_{i_{1}}, \ldots, \Omega_{i_{\sigma_{\varepsilon}}}\right\}$ be a subset of $\left\{\Omega_{1}, \ldots, \Omega_{m}\right\}$ containing all the sets $\Omega_{i}$ that satisfy $\operatorname{dist}\left(\Omega_{i}, \Omega_{l}\right)<\varepsilon$. Consequently, from the convexity of $f$, it follows that

$$
\begin{array}{r}
f^{(0)}\left(h x, \frac{\delta \varepsilon}{128 n 3^{n} \sqrt{n}} \sum_{i=1}^{m} \frac{1}{\sigma_{\varepsilon}} \nabla \psi_{h}^{\varepsilon, i}(x)\right)=  \tag{11.2.17}\\
=f^{(0)}\left(h x, \frac{\delta \varepsilon}{128 n 3^{n} \sqrt{n}} \sum_{k=1}^{\sigma_{\varepsilon}} \frac{1}{\sigma_{\varepsilon}} \nabla \psi_{h}^{\varepsilon, i_{k}}(x)\right) \leq
\end{array}
$$

$\leq \sum_{k=1}^{\sigma_{\varepsilon}} \frac{1}{\sigma_{\varepsilon}} f^{(0)}\left(h x, \frac{\delta \varepsilon / 2}{64 n 3^{n} \sqrt{n}} \nabla \psi_{h}^{\varepsilon, i_{k}}(x)\right)$ for a.e. $x \in \Omega_{l}$, and every $h \in \mathbf{N}$.
Let now $A$ be as in (11.2.12). Then by combining Lemma 11.1.1 applied to $f^{(0)}$ with $(11.2 .15) \div(11.2 .17)$, by using (11.2.5), and by recalling that $\operatorname{dist}\left(\Omega_{j, \varepsilon}^{+}, \Omega_{j, \frac{\varepsilon}{2}}^{+}\right)=\frac{\varepsilon}{2}$, we obtain that

$$
\begin{gathered}
\limsup _{h \rightarrow+\infty} \int_{A \cap \Omega_{l}} f^{(0)}\left(h x, \frac{\delta \varepsilon}{256 n 3^{n} \sqrt{n}} \frac{1}{\sigma_{\varepsilon}} \nabla \gamma_{h}^{\varepsilon, j}\right) d x \leq \\
\leq 4 \mathcal{L}^{n}\left(A \cap \Omega_{l}\right) \int_{Y} f(y, 0) d y+c_{f} \mathcal{L}^{n}\left(A \cap \Omega_{l}\right)+\sum_{i=1}^{\sigma_{\varepsilon}} \frac{1}{\sigma_{\varepsilon}} c_{f} \mathcal{L}^{n}\left(A \cap \Omega_{l}\right)= \\
=2\left(2 \int_{Y} f(y, 0) d y+c_{f}\right) \mathcal{L}^{n}\left(A \cap \Omega_{l}\right) \text { for every } l \in\{1, \ldots, m\},
\end{gathered}
$$

from which (11.2.12) easily follows.

## Chapter 12

## Homogenization of Unbounded Functionals

In this chapter we analyze the homogenization process as $\varepsilon \rightarrow 0^{+}$for energy functionals of the kind $u \mapsto \int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u\right) d x$, where the densities $f$ are actually unbounded, and satisfy

$$
\left\{\begin{array}{l}
f:(x, z) \in \mathbf{R}^{n} \times \mathbf{R}^{n} \mapsto f(x, z) \in[0,+\infty]  \tag{12.0.1}\\
f\left(\mathcal{L}_{n}\left(\mathbf{R}^{n}\right) \times \mathcal{B}\left(\mathbf{R}^{n}\right)\right) \text {-measurable } \\
f Y \text {-periodic in the } x \text { variable, convex in the } z \text { one. }
\end{array}\right.
$$

In the same order of ideas of [CCDAG1] and [CCDAG2], we develop here a general study of the homogenization of integral energies with densities as in (12.0.1), but under high coerciveness assumptions due to the fact that (12.0.1) do not involve, as $x$ varies, any kind of control on the sets where the partial functions $f(x, \cdot)$ take the value $+\infty$, not even on the behaviour of $f(x, \cdot)$ itself near the boundary of such sets.

On the contrary, in the next chapter, we will treat cases in which some controls on the above quantities are assumed, and less restrictive coerciveness assumptions are needed.

Energies of the above type appear in the treatment of various problems of applied mathematics, as recalled in Chapter 6. Because of this, we develop homogenization processes for the treatment of various classes of minimum problems, for example of Dirichlet, Neumann, and mixed type, with boundary conditions that look to be natural in the problems suggested by the models recalled in $\S 6.5$. These homogenization processes also provide an answer to a conjecture stated in [BLP, $\S 17$ of Chapter 1].

## §12.1 Notations and Basic Results

Let $f$ be as in (12.0.1).
We recall that, for every $q \in[1,+\infty]$, the function $\tilde{f}_{\text {hom }}^{q}$ is defined in Chapter 11 by

$$
\begin{equation*}
\tilde{f}_{\mathrm{hom}}^{q}: z \in \mathbf{R}^{n} \mapsto \inf \left\{\int_{Y} f(y, z+\nabla v) d y: v \in W_{\mathrm{per}}^{1, q}(Y) \cap L^{\infty}(Y)\right\}, \tag{12.1.1}
\end{equation*}
$$

and that it turns out to be convex.
For every $r \in] 0,+\infty\left[, q \in[1,+\infty],\left\{r_{h}\right\} \subseteq\left[0,+\infty\left[, \Omega \in \mathcal{A}_{0}, \Gamma \subseteq \partial \Omega\right.\right.\right.$, and $u_{0} \in W_{\text {loc }}^{1,1}\left(\mathbf{R}^{n}\right)$ we define the following functionals on $L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$

$$
\begin{gather*}
F_{r}(\Omega, \cdot): u \in L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right) \mapsto  \tag{12.1.2}\\
\begin{cases}\int_{\Omega} f(r x, \nabla u) d x & \text { if } u \in W_{\mathrm{loc}}^{1, q}\left(\mathbf{R}^{n}\right) \cap L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right) \\
+\infty & \text { otherwise },\end{cases} \\
F_{r}\left(\Omega, \Gamma, u_{0}, \cdot\right): u \in L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right) \mapsto  \tag{12.1.3}\\
\begin{cases}\int_{\Omega} f(r x, \nabla u) d x & \text { if } u \in u_{0}+W_{0, \Gamma}^{1, q}(\Omega) \cap L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right) \\
+\infty & \text { otherwise },\end{cases}
\end{gather*}
$$

and set

$$
\begin{align*}
& \left\{\begin{array}{l}
\widetilde{F}^{\prime}(\Omega, \cdot): u \in L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right) \mapsto \Gamma^{-}\left(L^{\infty}(\Omega)\right) \liminf _{h \rightarrow+\infty} F_{r_{h}}(\Omega, u) \\
\widetilde{F}^{\prime \prime}(\Omega, \cdot): u \in L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right) \mapsto \Gamma^{-}\left(L^{\infty}(\Omega)\right) \lim \sup _{h \rightarrow+\infty} F_{r_{h}}(\Omega, u),
\end{array}\right.  \tag{12.1.4}\\
& \left\{\begin{array}{c}
\widetilde{F}^{\prime}\left(\Omega, \Gamma, u_{0}, \cdot\right): u \in L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right) \mapsto \\
\Gamma^{-}\left(L^{\infty}(\Omega)\right) \liminf _{h \rightarrow+\infty} F_{r_{h}}\left(\Omega, \Gamma, u_{0}, u\right) \\
\widetilde{F}^{\prime \prime}\left(\Omega, \Gamma, u_{0}, \cdot\right): u \in L_{L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right) \mapsto}^{\Gamma^{-}\left(L^{\infty}(\Omega)\right) \lim \sup _{h \rightarrow+\infty} F_{r_{h}}\left(\Omega, \Gamma, u_{0}, u\right) .}
\end{array}\right.
\end{align*}
$$

Moreover, we also set

$$
\left\{\begin{array}{l}
F^{\prime}(\Omega, \cdot): u \in L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right) \mapsto \Gamma^{-}\left(L^{\infty}(\Omega)\right) \lim \inf _{h \rightarrow+\infty} F_{h}(\Omega, u)  \tag{12.1.6}\\
F^{\prime \prime}(\Omega, \cdot): u \in L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right) \mapsto \Gamma^{-}\left(L^{\infty}(\Omega)\right) \lim \sup _{h \rightarrow+\infty} F_{h}(\Omega, u) .
\end{array}\right.
$$

It is clear that all the functionals in $(12.1 .2) \div(12.1 .6)$ depend also on $q$ even if, for the sake of simplicity, we omit an explicit indication of it.

Nevertheless, we point out that the index $q$ measures the regularity of the admissible configurations, and that the dependence on it in the corresponding homogenization results may be true. In fact, it is well known that
a Lavrentiev phenomenon may appear, and even survive the homogenization processes (cf. [CEDA1], [CESC], [DDG]).

Because of (12.0.1) and of Proposition 3.4.1 it follows that

$$
\begin{equation*}
\widetilde{F}^{\prime}(\cdot, u), \widetilde{F}^{\prime \prime}(\cdot, u) \text { are increasing } \tag{12.1.7}
\end{equation*}
$$

for every $u \in L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right)$, and every $\left\{r_{h}\right\} \subseteq[0,+\infty[$,
and

$$
\begin{equation*}
\widetilde{F}^{\prime}(\Omega, \cdot), \widetilde{F}^{\prime \prime}(\Omega, \cdot) \text { are convex } \tag{12.1.8}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}$, and every $\left\{r_{h}\right\} \subseteq[0,+\infty[$.
Moreover, the following properties are straightaway verified.

$$
\begin{gather*}
\widetilde{F}^{\prime}\left(\Omega, u_{1}\right)=\widetilde{F}^{\prime}\left(\Omega, u_{2}\right), \widetilde{F}^{\prime \prime}\left(\Omega, u_{1}\right)=\widetilde{F}^{\prime \prime}\left(\Omega, u_{2}\right)  \tag{12.1.9}\\
\text { whenever }\left\{r_{h}\right\} \subseteq\left[0,+\infty\left[, \Omega \in \mathcal{A}_{0}\right.\right. \\
u_{1}, u_{2} \in L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right) \text { satisfy } u_{1}=u_{2} \text { a.e. in } \Omega \\
\widetilde{F}^{\prime}(\Omega, u+c)=\widetilde{F}^{\prime}(\Omega, u), \widetilde{F}^{\prime \prime}(\Omega, u+c)=\widetilde{F}^{\prime \prime}(\Omega, u)
\end{gather*}
$$

for every $\left\{r_{h}\right\} \subseteq\left[0,+\infty\left[, \Omega \in \mathcal{A}_{0}, u \in L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right), c \in \mathbf{R}\right.\right.$.
Proposition 12.1.1. Let $f$ be as in (12.0.1), $q \in[1,+\infty]$, and let $\widetilde{F}^{\prime}$ and $\widetilde{F}^{\prime \prime}$ be defined in (12.1.4). Then

$$
\widetilde{F}_{-}^{\prime}\left(\Omega-x_{0}, T\left[x_{0}\right] u\right)=\widetilde{F}_{-}^{\prime}(\Omega, u), \widetilde{F}_{-}^{\prime \prime}\left(\Omega-x_{0}, T\left[x_{0}\right] u\right)=\widetilde{F}_{-}^{\prime \prime}(\Omega, u)
$$

for every $\left.\left\{r_{h}\right\} \subseteq\right] 0,+\infty\left[\right.$ increasing and diverging, $\Omega \in \mathcal{A}_{0}$,

$$
x_{0} \in \mathbf{R}^{n}, u \in C^{0}\left(\mathbf{R}^{n}\right)
$$

Proof. We prove the first equality, the second being analogous.
Let $\left\{r_{h}\right\}, \Omega, x_{0}, u$ be as above. Let us prove that

$$
\begin{equation*}
\widetilde{F}_{-}^{\prime}\left(\Omega-x_{0}, T\left[x_{0}\right] u\right) \geq \widetilde{F}_{-}^{\prime}(\Omega, u) \tag{12.1.11}
\end{equation*}
$$

To do this, let us assume that the left-hand side of (12.1.11) is finite. Let us take $O, B \in \mathcal{A}(\Omega)$ with $O \subset \subset B \subset \subset \Omega$. Then, there exists $\left\{u_{h}\right\} \subseteq$ $W_{\mathrm{loc}}^{1, q}\left(\mathbf{R}^{n}\right) \cap L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right)$ such that $u_{h} \rightarrow T\left[x_{0}\right] u$ in $L^{\infty}\left(B-x_{0}\right)$ and

$$
\widetilde{F}^{\prime}\left(B-x_{0}, T\left[x_{0}\right] u\right)=\liminf _{k \rightarrow+\infty} \int_{B-x_{0}} f\left(r_{h} x, \nabla u_{h}\right) d x
$$

For every $h \in \mathbf{N}$ let $m_{h} \in \mathbf{Z}^{n}$ be such that $\frac{m_{h}}{r_{h}} \rightarrow x_{0}$. Then by performing in the above integrals the change of variables $y=x+\frac{m_{h}}{r_{h}}$, and by exploiting the periodicity properties of $f$, we obtain that

$$
\begin{equation*}
\widetilde{F}^{\prime}\left(B-x_{0}, T\left[x_{0}\right] u\right)= \tag{12.1.12}
\end{equation*}
$$

$$
\begin{gathered}
=\liminf _{h \rightarrow+\infty} \int_{B+\frac{m_{h}}{r_{h}}-x_{0}} f\left(r_{h}\left(y-\frac{m_{h}}{r_{h}}\right), \nabla_{x} u_{h}\left(y-\frac{m_{h}}{r_{h}}\right)\right) d y= \\
=\liminf _{h \rightarrow+\infty} \int_{B+\frac{m_{h}}{r_{h}}-x_{0}} f\left(r_{h} y, \nabla_{y}\left(T\left[-\frac{m_{h}}{r_{h}}\right] u_{h}\right)(y)\right) d y
\end{gathered}
$$

We now observe that $O \subseteq B+\frac{m_{h}}{r_{h}}-x_{0}$ provided $h$ is large enough, and that, because of the continuity of $u$, it turns out that $T\left[-\frac{m_{h}}{r_{h}}\right] u_{h} \rightarrow u$ in $L^{\infty}(O)$. Consequently, by (12.1.12) we infer that

$$
\begin{aligned}
\widetilde{F}_{-}^{\prime}\left(\Omega-x_{0}, T\left[x_{0}\right] u\right) & \geq \liminf _{h \rightarrow+\infty} \int_{O} f\left(r_{h} y, \nabla_{y}\left(T\left[-\frac{m_{h}}{r_{h}}\right] u_{h}\right)(y)\right) d y \geq \\
& \geq \widetilde{F}^{\prime}(O, u) \text { for every } O \subset \subset \Omega
\end{aligned}
$$

from which (12.1.11) follows.
By symmetry, the reverse inequality to (12.1.11) follows. This completes the proof.

Lemma 12.1.2. Let $f$ be as in (12.0.1), $q \in[1,+\infty]$, and let $F^{\prime}, F^{\prime \prime}, \widetilde{F}^{\prime}$, and $\widetilde{F}^{\prime \prime}$ be defined in (12.1.6) and (12.1.4). Then

$$
\begin{equation*}
F_{-}^{\prime}(\Omega, u) \leq \widetilde{F}_{-}^{\prime}(\Omega, u), \widetilde{F}_{-}^{\prime \prime}(\Omega, u) \leq F_{-}^{\prime \prime}(\Omega, u) \tag{12.1.13}
\end{equation*}
$$

for every $\left.\left\{r_{h}\right\} \subseteq\right] 0,+\infty\left[\right.$ diverging, $\Omega \in \mathcal{A}_{0}, u \in C^{0}\left(\mathbf{R}^{n}\right)$.
Proof. Let $\left\{r_{h}\right\}, \Omega, u$ be as in (12.1.13) and set, for every $h \in \mathbf{N}, k_{h}=\left[r_{h}\right]$. Then $\lim _{h \rightarrow+\infty} \frac{k_{h}}{r_{h}}=1$.

In order to prove the first inequality in (12.1.13) we observe that we can obviously assume that $\widetilde{F}_{-}^{\prime}(\Omega, u)<+\infty$ so that, if $\Omega^{\prime \prime} \in \mathcal{A}_{0}$ satisfies $\Omega^{\prime \prime} \subset \subset \Omega$, there exist $\left\{h_{j}\right\} \subseteq \mathbf{N}$ strictly increasing, and $\left\{u_{h}\right\} \subseteq W_{\mathrm{loc}}^{1, q}\left(\mathbf{R}^{n}\right) \cap$ $L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$ such that $u_{h} \rightarrow u$ in $L^{\infty}\left(\Omega^{\prime \prime}\right)$, and

$$
\begin{equation*}
\widetilde{F}^{\prime}\left(\Omega^{\prime \prime}, u\right) \geq \lim _{j \rightarrow+\infty} \int_{\Omega^{\prime \prime}} f\left(r_{h_{j}} x, \nabla u_{h_{j}}\right) d x \tag{12.1.14}
\end{equation*}
$$

Let $\Omega^{\prime} \in \mathcal{A}_{0}$ with $\Omega^{\prime} \subset \subset \Omega^{\prime \prime}$. For every $j \in \mathbf{N}$ we perform in the integrals in (12.1.14) the change of variable $x=\frac{k_{h_{j}}}{r_{h_{j}}} y$, set $v_{h}=\frac{r_{h}}{k_{h}} u_{h}\left(\frac{k_{h}}{r_{h}}.\right)$, and observe that, provided $h$ is large enough, $\Omega^{\prime} \subseteq \frac{r_{h}}{k_{h}} \Omega^{\prime \prime}$. Because of this,
and by the continuity of $u$, we have that $v_{h} \rightarrow u$ in $L^{\infty}\left(\Omega^{\prime}\right)$ and, by (12.1.14) and (3.2.5), that

$$
\begin{gather*}
\widetilde{F}_{-}^{\prime}(\Omega, u) \geq  \tag{12.1.15}\\
\geq \lim _{j \rightarrow+\infty}\left(\frac{k_{h_{j}}}{r_{h_{j}}}\right)^{n} \int_{\frac{r_{h_{j}}}{k_{h_{j}}} \Omega^{\prime \prime}} f\left(k_{h_{j}} y, \nabla_{x} u_{h_{j}}\left(\frac{k_{h_{j}}}{r_{h_{j}}} y\right)\right) d y \geq
\end{gather*}
$$

$$
\geq \liminf _{j \rightarrow+\infty} \int_{\Omega^{\prime}} f\left(k_{h_{j}} y, \nabla_{y} v_{h_{j}}\right) d y \geq \Gamma^{-}\left(L^{\infty}\left(\Omega^{\prime}\right)\right) \liminf _{h \rightarrow+\infty} F_{k_{h}}\left(\Omega^{\prime}, u\right) \geq
$$

$$
\geq F^{\prime}\left(\Omega^{\prime}, u\right)
$$

By (12.1.15) we deduce the first inequality in (12.1.13) as $\Omega^{\prime}$ increases to $\Omega$.

In order to prove the second inequality in (12.1.13), we can assume that $F_{-}^{\prime \prime}(\Omega, u)<+\infty$ so that, because of (3.2.5), $\sup \left\{\Gamma^{-}\left(L^{\infty}(A)\right) \lim \sup _{h \rightarrow+\infty}\right.$ $\left.F_{k_{h}}(A, u): A \subset \subset \Omega\right\}<+\infty$.

Let $\Omega^{\prime \prime}, \Omega^{\prime}$ be as before. Then there exists $\left\{u_{h}\right\} \subseteq W_{\mathrm{loc}}^{1, q}\left(\mathbf{R}^{n}\right) \cap L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right)$ with $u_{h} \rightarrow u$ in $L^{\infty}\left(\Omega^{\prime \prime}\right)$, and
(12.1.16) $\quad \Gamma^{-}\left(L^{\infty}\left(\Omega^{\prime \prime}\right)\right) \limsup _{h \rightarrow+\infty} F_{k_{h}}\left(\Omega^{\prime \prime}, u\right) \geq \limsup _{h \rightarrow+\infty} \int_{\Omega^{\prime \prime}} f\left(k_{h} x, \nabla u_{h}\right) d x$.

For every $h \in \mathbf{N}$ we perform in the integrals in (12.1.16) the change of variable $x=\frac{r_{h}}{k_{h}} y$, set $v_{h}=\frac{k_{h}}{r_{h}} u_{h}\left(\frac{r_{h}}{k_{h}} \cdot\right)$, and observe that, provided $h$ is large enough, $\frac{k_{h}}{r_{h}} \Omega^{\prime} \subseteq \Omega^{\prime \prime}$. Because of this, and by the continuity of $u$, we have that $v_{h} \rightarrow u$ in $L^{\infty}\left(\Omega^{\prime}\right)$, and by (12.1.16) and (3.2.5), that

$$
\begin{gather*}
\widetilde{F}^{\prime}\left(\Omega^{\prime}, u\right) \leq \limsup _{h \rightarrow+\infty} \int_{\Omega^{\prime}} f\left(r_{h} y, \nabla_{y} v_{h}\right) d y \leq  \tag{12.1.17}\\
\leq \limsup _{h \rightarrow+\infty}\left(\frac{r_{h}}{k_{h}}\right)^{n} \int_{\frac{k_{h}}{r_{h}} \Omega^{\prime}} f\left(k_{h} x, \nabla_{x} u_{h}\right) d x \leq \\
\leq \sup \left\{\Gamma^{-}\left(L^{\infty}(A)\right) \limsup _{h \rightarrow+\infty} F_{k_{h}}(A, u): A \subset \subset \Omega\right\} \leq F_{-}^{\prime \prime}(\Omega, u) .
\end{gather*}
$$

By (12.1.17) we deduce the second inequality in (12.1.13) as $\Omega^{\prime}$ increases to $\Omega$.

As usual in homogenization problems, we introduce for every $q \in$ $[1,+\infty]$, the function $f_{\text {hom }}^{q}$ defined by

$$
\begin{equation*}
f_{\mathrm{hom}}^{q}: z \in \mathbf{R}^{n} \mapsto \inf \left\{\int_{Y} f(y, z+\nabla v) d y: v \in W_{\mathrm{per}}^{1, q}(Y)\right\} \tag{12.1.18}
\end{equation*}
$$

Then it is clear that for every $q \in[1,+\infty], f_{\text {hom }}^{q}$ is convex, that $f_{\text {hom }}^{q} \leq$ $\tilde{f}_{\text {hom }}^{q}$, and that

$$
\begin{equation*}
\left.\left.f_{\mathrm{hom}}^{q}=\tilde{f}_{\mathrm{hom}}^{q} \text { provided } q \in\right] n,+\infty\right] \tag{12.1.19}
\end{equation*}
$$

where $\tilde{f}_{\text {hom }}^{q}$ is given by (12.1.1).
We point out that sometimes we improperly refer to the definition of $f_{\text {hom }}^{q}$ in (12.1.18) as to the homogenization formula.

For every $q \in[1,+\infty]$, and $z_{0} \in \mathbf{R}^{n}$, we also set

$$
\begin{align*}
& C^{q}\left(z_{0}\right)=\operatorname{dom}\left(f^{\left(z_{0}\right)}\right)_{\mathrm{hom}}^{q}=\left\{z \in \mathbf{R}^{n}:\right. \text { there exists }  \tag{12.1.20}\\
& \left.v \in W_{\text {per }}^{1, q}(Y) \text { with } \int_{Y} f^{\left(z_{0}\right)}(y, z+\nabla v) d y<+\infty\right\} .
\end{align*}
$$

Then it is clear that for every $q \in[1,+\infty]$ and $z_{0} \in \mathbf{R}^{n}, C^{q}\left(z_{0}\right)$ is convex, that $\widetilde{C}^{q}\left(z_{0}\right) \subseteq C^{q}\left(z_{0}\right)$, and that

$$
\begin{equation*}
\left.\left.C^{q}\left(z_{0}\right)=\widetilde{C}^{q}\left(z_{0}\right) \text { provided } q \in\right] n,+\infty\right] \tag{12.1.21}
\end{equation*}
$$

where $\widetilde{C}^{q}\left(z_{0}\right)$ is defined in (11.2.2).
The next result collects some properties of the functions defined by (12.1.18). In it we assume that

$$
\begin{cases}|z|^{p} \leq f(x, z) \text { for a.e. } x \in \mathbf{R}^{n} \text { and every } z \in \mathbf{R}^{n}  \tag{12.1.22}\\ & \text { if } p \in[1,+\infty[ \\ \operatorname{dom} f(x, \cdot) \subseteq B_{R}(0) \text { for a.e. } x \in \mathbf{R}^{n} & \text { if } p=+\infty\end{cases}
$$

and that

$$
\begin{equation*}
f(x, \cdot) \text { is lower semicontinuous for a.e. } x \in \mathbf{R}^{n}, \tag{12.1.23}
\end{equation*}
$$

for some $R>0$.
Proposition 12.1.3. Let $f$ be as in (12.0.1), $q \in[1,+\infty]$, and let $f_{\text {hom }}^{q}$ be defined in (12.1.18). Then $f_{\mathrm{hom}}^{q}$ is convex. Let now $p \in[1,+\infty], q \in$ $[p,+\infty]$, and assume that (12.1.22) holds. Then $f_{\text {hom }}^{q}$ satisfies

$$
\begin{cases}|z|^{p} \leq f_{\mathrm{hom}}^{q}(z) \text { for every } z \in \mathbf{R}^{n} & \text { if } p \in[1,+\infty[  \tag{12.1.24}\\ \operatorname{dom} f_{\mathrm{hom}}^{q} \subseteq B_{R}(0) & \text { if } p=+\infty\end{cases}
$$

Finally, if $p \in] 1,+\infty], q=p$ and (12.1.23) holds, then $f_{\text {hom }}^{q}$ is also lower semicontinuous, and

$$
f_{\mathrm{hom}}^{p}(z)=\min \left\{\int_{Y} f(y, z+\nabla v) d y: v \in W_{\mathrm{per}}^{1, p}(Y)\right\} \text { for every } z \in \mathbf{R}^{n}
$$

Proof. The convexity of $f_{\text {hom }}^{q}$ has already been observed.
Let us prove (12.1.24). To this aim, we first assume that $p<+\infty$, and observe that the Trace Theorem for Sobolev Functions and Jensen's inequality imply that

$$
\begin{gather*}
|z|^{p}=\left|\int_{Y} z d y+\int_{\partial Y} \gamma_{Y} v \mathbf{n}_{Y} d \mathcal{H}^{n-1}\right|^{p}=  \tag{12.1.25}\\
=\left|\int_{Y}(z+\nabla v) d y\right|^{p} \leq \int_{Y}|z+\nabla v|^{p} d y \text { for every } v \in W_{\mathrm{per}}^{1,1}(Y) .
\end{gather*}
$$

Then (12.1.25) and (12.1.22) yield that

$$
\begin{gathered}
|z|^{p}=\min \left\{\int_{Y}|z+\nabla v|^{p} d y: v \in W_{\mathrm{per}}^{1, q}(Y)\right\} \leq \\
\leq \inf \left\{\int_{Y} f(y, z+\nabla v) d y: v \in W_{\mathrm{per}}^{1, q}(Y)\right\}=f_{\text {hom }}^{q}(z) \text { for every } z \in \mathbf{R}^{n},
\end{gathered}
$$

from which the first estimate in (12.1.24) follows.
When $p=+\infty$, then also $q=+\infty$. Let $z \in \operatorname{dom} f_{\text {hom }}^{+\infty}$, and $w \in$ $W_{\text {per }}^{1, \infty}(Y)$ be such that $z+\nabla w(x) \in \operatorname{dom} f(x, \cdot)$ for a.e. $x \in Y$. Then, again by (12.1.25) with $p=1$, and (12.1.22), we obtain that

$$
\begin{gathered}
|z|=\min \left\{\int_{Y}|z+\nabla v| d y: v \in W_{\text {per }}^{1, \infty}(Y)\right\} \leq \int_{Y}|z+\nabla w| d y \leq R \\
\text { for every } z \in \operatorname{dom} f_{\text {hom }}^{+\infty},
\end{gathered}
$$

that is the second estimate in (12.1.24).
Let us assume now that $q=p \in] 1,+\infty]$. Let $z \in \mathbf{R}^{n}$, and $\left\{z_{h}\right\} \subseteq \mathbf{R}^{n}$ be such that $z_{h} \rightarrow z$ and $\liminf _{h \rightarrow+\infty} f_{\text {hom }}^{p}\left(z_{h}\right)<+\infty$. Then there exists $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing such that, for every $k \in \mathbf{N}$, there is $v_{k} \in W_{\text {per }}^{1, p}(Y)$ with $\int_{Y} v_{k} d y=0$, and $\lim _{k \rightarrow+\infty} \int_{Y} f\left(y, z_{h_{k}}+\nabla v_{k}\right) d y=$ $\liminf _{h \rightarrow+\infty} f_{\text {hom }}^{p}\left(z_{h}\right)<+\infty$. Because of this, (12.1.22) and Theorem 4.3.19, $\left\{v_{k}\right\}$ turns out to be bounded in $W^{1, p}(Y)$. Consequently, by Proposition 4.5.1, it follows that there exists $v \in W_{\text {per }}^{1, p}(Y)$ such that, up to subsequences, $v_{k} \rightarrow v$ in weak- $W^{1, p}(Y)$ (in weak*- $W^{1, \infty}(Y)$ if $p=+\infty$ ). Then, by (12.0.1), (12.1.23), and Theorem 5.2.2 we obtain that

$$
\begin{gathered}
f_{\mathrm{hom}}^{p}(z) \leq \int_{Y} f(y, z+\nabla v) d y \leq \\
\leq \lim _{k \rightarrow+\infty} \int_{Y} f\left(y, z_{h_{k}}+\nabla v_{k}\right) d y=\liminf _{h \rightarrow+\infty} f_{\text {hom }}^{p}\left(z_{h}\right),
\end{gathered}
$$

from which the lower semicontinuity of $f_{\text {hom }}^{p}$ follows.

In conclusion, an argument similar to the one just exploited yields that, for every $z \in \mathbf{R}^{n}$, the infimum in the definition of $f_{\text {hom }}^{p}$ is attained.

## §12.2 Some Properties of $\Gamma$-Limits

Let $f$ be as in (12.0.1), $q \in[1,+\infty]$.
For every $h \in \mathbf{N}$ let $F_{h}$ be defined by (12.1.2). In this section we study some measure theoretic properties of the $\Gamma$-limits in (12.1.4) for $u$ fixed in $L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$, and investigate the relationships between the limits in (12.1.4) and (12.1.5).

To this purpose we consider $\tilde{f}_{\text {hom }}^{q}$ given by (12.1.1), assume that

$$
\begin{equation*}
\operatorname{int}\left(\operatorname{dom} \tilde{f}_{\mathrm{hom}}^{q}\right) \neq \emptyset . \tag{12.2.1}
\end{equation*}
$$

Proposition 12.2.1. Let $f$ be as in (12.0.1), $\left.q \in[1,+\infty],\left\{r_{h}\right\} \subseteq\right] 0,+\infty[$ be strictly increasing and diverging, $\widetilde{F}^{\prime}, \widetilde{F}^{\prime \prime}$ be defined in (12.1.4), and $\Omega$, $\Omega_{1}, \Omega_{2} \in \mathcal{A}_{0}$.

If $\Omega_{1} \cap \Omega_{2}=\emptyset$, and $\Omega_{1} \cup \Omega_{2} \subseteq \Omega$, then

$$
\begin{equation*}
\widetilde{F}_{-}^{\prime}(\Omega, u) \geq \widetilde{F}_{-}^{\prime}\left(\Omega_{1}, u\right)+\widetilde{F}_{-}^{\prime}\left(\Omega_{2}, u\right) \text { for every } u \in L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right) . \tag{12.2.2}
\end{equation*}
$$

If $\Omega \subseteq \Omega_{1} \cup \Omega_{2}$, and (12.2.1) holds, then

$$
\begin{equation*}
\widetilde{F}_{-}^{\prime \prime}(\Omega, u) \leq \widetilde{F}_{-}^{\prime \prime}\left(\Omega_{1}, u\right)+\widetilde{F}_{-}^{\prime \prime}\left(\Omega_{2}, u\right) \text { for every } u \in L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right) . \tag{12.2.3}
\end{equation*}
$$

Proof. Inequality (12.2.2) follows directly from the definition of $\widetilde{F}_{-}^{\prime}$.
To prove (12.2.3) we can assume that (11.1.3) holds, otherwise, taken $z_{0} \in \operatorname{int}\left(\operatorname{dom} \tilde{f}_{\text {hom }}^{q}\right)$, it suffices to replace $f$ with $f\left(\cdot, z_{0}+\cdot\right)$. Moreover, it also suffices to consider the case in which $\Omega \subset \subset \Omega_{1} \cup \Omega_{2}$, and to prove that

$$
\begin{equation*}
\widetilde{F}^{\prime \prime}(\Omega, u) \leq \widetilde{F}^{\prime \prime}\left(\Omega_{1}, u\right)+\widetilde{F}^{\prime \prime}\left(\Omega_{2}, u\right) \text { for every } u \in L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right) . \tag{12.2.4}
\end{equation*}
$$

Fix $u \in L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$, and assume that the right-hand side of (12.2.4) is finite. Consequently, for $i=1,2$, there exists $\left\{u_{h}^{(i)}\right\} \subseteq W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right) \cap L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$ such that $u_{h}^{(i)} \rightarrow u$ in $L^{\infty}\left(\Omega_{i}\right)$ and

$$
\begin{equation*}
\limsup _{h \rightarrow+\infty} \int_{\Omega_{i}} f\left(r_{h} x, \nabla u_{h}^{(i)}\right) d x \leq \widetilde{F}^{\prime \prime}\left(\Omega_{i}, u\right) . \tag{12.2.5}
\end{equation*}
$$

Since $\Omega \subset \subset \Omega_{1} \cup \Omega_{2}$, there exists $A_{1} \subset \subset \Omega_{1}$ such that $\Omega \subset \subset A_{1} \cup \Omega_{2}$.
Let $\left\{\psi_{h}\right\}$ be given by Lemma 11.1.1 applied to $\Omega_{1}$ and $K=\overline{A_{1}}$, and let $\left\{w_{h}\right\} \subseteq W_{\mathrm{loc}}^{1, q}\left(\mathbf{R}^{n}\right) \cap L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right)$ be defined by

$$
w_{h}=\psi_{h}\left(u_{h}^{(1)}+\varepsilon_{h}\right)+\left(1-\psi_{h}\right) u_{h}^{(2)},
$$

where $\varepsilon_{h}=\left\|u_{h}^{(2)}-u_{h}^{(1)}\right\|_{L^{\infty}\left(\Omega_{1} \cap \Omega_{2}\right)}$ for every $h \in \mathbf{N}$.
Then it is clear that $w_{h} \rightarrow u$ in $L^{\infty}(\Omega)$.
Fix $t \in[0,1[$. Then, by making use of the convexity properties of $f$, and by recalling that $\Omega \backslash A_{1} \subset \subset \Omega_{2}$, it results that

$$
\begin{equation*}
\widetilde{F}^{\prime \prime}(\Omega, t u) \leq \limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(r_{h} x, t \nabla w_{h}\right) d x= \tag{12.2.6}
\end{equation*}
$$

$=\limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(r_{h} x, t\left(\psi_{h} \nabla u_{h}^{(1)}+\left(1-\psi_{h}\right) \nabla u_{h}^{(2)}+\right.\right.$

$$
\left.\left.\left(u_{h}^{(1)}+\varepsilon_{h}-u_{h}^{(2)}\right) \nabla \psi_{h}\right)\right) d x \leq
$$

$$
\begin{gathered}
\leq \limsup _{h \rightarrow+\infty}\left\{t \int_{\Omega} f\left(r_{h} x, \psi_{h} \nabla u_{h}^{(1)}+\left(1-\psi_{h}\right) \nabla u_{h}^{(2)}\right) d x+\right. \\
\left.+(1-t) \int_{\Omega} f\left(r_{h} x, \frac{t}{1-t}\left(u_{h}^{(1)}+\varepsilon_{h}-u_{h}^{(2)}\right) \nabla \psi_{h}\right) d x\right\} \leq \\
\leq \limsup _{h \rightarrow+\infty} \int_{\Omega} \psi_{h}(x) f\left(r_{h} x, \nabla u_{h}^{(1)}\right) d x+ \\
+\limsup _{h \rightarrow+\infty} \int_{\Omega}\left(1-\psi_{h}(x)\right) f\left(r_{h} x, \nabla u_{h}^{(2)}\right) d x+ \\
+(1-t) \limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(r_{h} x, \frac{t}{1-t}\left(u_{h}^{(1)}+\varepsilon_{h}-u_{h}^{(2)}\right) \nabla \psi_{h}\right) d x \leq \\
\leq \limsup _{h \rightarrow+\infty} \int_{\Omega_{1}} f\left(r_{h} x, \nabla u_{h}^{(1)}\right) d x+\limsup _{h \rightarrow+\infty} \int_{\Omega_{2}} f\left(r_{h} x, \nabla u_{h}^{(2)}\right) d x+ \\
+(1-t) \limsup _{h \rightarrow+\infty} \int_{\Omega \cap\left(\Omega_{1} \backslash \overline{A_{1}}\right)} f\left(r_{h} x, \frac{t}{1-t}\left(u_{h}^{(1)}+\varepsilon_{h}-u_{h}^{(2)}\right) \nabla \psi_{h}\right) d x+ \\
+(1-t) \limsup _{h \rightarrow+\infty} \int_{\Omega \backslash\left(\Omega_{1} \backslash \overline{A_{1}}\right)} f\left(r_{h} x, 0\right) d x .
\end{gathered}
$$

On the other hand, since $\Omega \cap\left(\Omega_{1} \backslash \overline{A_{1}}\right) \subset \subset \Omega_{1} \cap \Omega_{2}$, it results that $u_{h}^{(1)}+\varepsilon_{h}-u_{h}^{(2)} \rightarrow 0$ in $L^{\infty}\left(\Omega \cap\left(\Omega_{1} \backslash \overline{A_{1}}\right)\right)$, and $u_{h}^{(1)}+\varepsilon_{h}-u_{h}^{(2)} \geq 0$ a.e. in $\Omega \cap\left(\Omega_{1} \backslash \overline{A_{1}}\right)$. Consequently, there exists $h_{t} \in \mathbf{N}$ such that

$$
\frac{t}{1-t}\left(u_{h}^{(1)}(x)+\varepsilon_{h}-u_{h}^{(2)}(x)\right) \in\left[0, \frac{\delta \operatorname{dist}\left(A_{1}, \partial \Omega_{1}\right)}{64 n 3^{n} \sqrt{n}}[\right.
$$

for a.e. $x \in \Omega \cap\left(\Omega_{1} \backslash \overline{A_{1}}\right)$, and every $h \geq h_{t}$,
where $\delta \in] 0,1[$ satisfies (11.2.4). Because of this, we get that for a.e. $x \in$ $\Omega \cap\left(\Omega_{1} \backslash \overline{A_{1}}\right)$, and every $h \geq h_{t}$ the vector $\frac{t}{1-t}\left(u_{h}^{(1)}(x)+\varepsilon_{h}-u_{h}^{(2)}(x)\right) \nabla \psi_{h}(x)$
is a convex combination of 0 and $\frac{\delta \operatorname{dist}\left(A_{1}, \partial \Omega_{1}\right)}{64 n 3^{n} \sqrt{n}} \nabla \psi_{h}(x)$. Therefore, by the convexity of $f$ in the second group of variables, it follows that

$$
\begin{gather*}
\text { 2.7) } \int_{\Omega \cap\left(\Omega_{1} \backslash \overline{A_{1}}\right)} f\left(r_{h} x, \frac{t}{1-t}\left(u_{h}^{(1)}+\varepsilon_{h}-u_{h}^{(2)}\right) \nabla \psi_{h}\right) d x \leq  \tag{12.2.7}\\
\leq \int_{\Omega \cap\left(\Omega_{1} \backslash \overline{A_{1}}\right)} f\left(r_{h} x, 0\right) d x+ \\
+\int_{\Omega \cap\left(\Omega_{1} \backslash \overline{A_{1}}\right)} f^{(0)}\left(r_{h} x, \frac{\delta \operatorname{dist}\left(A_{1}, \partial \Omega_{1}\right)}{64 n 3^{n} \sqrt{n}} \nabla \psi_{h}\right) d x \text { for every } h \geq h_{t} .
\end{gather*}
$$

from which, by making use of (11.1.10) of Lemma 11.1.1, we infer that
(12.2.8) $\limsup _{h \rightarrow+\infty} \int_{\Omega \cap\left(\Omega_{1} \backslash \overline{A_{1}}\right)} f\left(r_{h} x, \frac{t}{1-t}\left(u_{h}^{(1)}+\varepsilon_{h}-u_{h}^{(2)}\right) \nabla \psi_{h}\right) d x \leq$

$$
\leq\left(c_{f}+\int_{Y} f(y, 0) d y\right) \mathcal{L}^{n}\left(\Omega \cap\left(\Omega_{1} \backslash \overline{A_{1}}\right)\right) \leq\left(c_{f}+\int_{Y} f(y, 0) d y\right) \mathcal{L}^{n}(\Omega)
$$

where $c_{f}$ is defined in Remark 11.1.2.
By combining (12.2.6) with (11.2.5), (12.2.5), and (12.2.8), it results that

$$
\begin{equation*}
\widetilde{F}^{\prime \prime}(\Omega, t u) \leq \widetilde{F}^{\prime \prime}\left(\Omega_{1}, u\right)+\widetilde{F}^{\prime \prime}\left(\Omega_{2}, u\right)+ \tag{12.2.9}
\end{equation*}
$$

$$
\begin{gathered}
+(1-t)\left(c_{f}+\int_{Y} f(y, 0) d y\right) \mathcal{L}^{n}(\Omega)+(1-t) \mathcal{L}^{n}(\Omega) \int_{Y} f(y, 0) d y \\
\text { for every } t \in[0,1[
\end{gathered}
$$

Finally, passing to the limit in (12.2.9) as $t$ tends to $1^{-}$, and making use of Proposition 3.3.2, inequality (12.2.3) follows.

Proposition 12.2.2. Let $f$ be as in (12.0.1), $\left.q \in[1,+\infty],\left\{r_{h}\right\} \subseteq\right] 0,+\infty[$ be strictly increasing and diverging, $\widetilde{F}^{\prime}, \widetilde{F}^{\prime \prime}$ be defined in (12.1.4), $\Omega \in$ $\mathcal{A}_{0}$, and $\widetilde{F}^{\prime}(\Omega, \partial \Omega, 0, \cdot), \widetilde{F}^{\prime \prime}(\Omega, \partial \Omega, 0, \cdot)$ be defined in (12.1.5). Assume that (11.1.3) holds. Then

$$
\begin{align*}
& \widetilde{F}^{\prime}(\Omega, u)=\widetilde{F}_{-}^{\prime}(\Omega, u)=\widetilde{F}^{\prime}(\Omega, \partial \Omega, 0, u)  \tag{12.2.10}\\
& \widetilde{F}^{\prime \prime}(\Omega, u)=\widetilde{F}_{-}^{\prime \prime}(\Omega, u)=\widetilde{F}^{\prime \prime}(\Omega, \partial \Omega, 0, u)
\end{align*}
$$

for every $u \in L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right) \cap C^{0}(\bar{\Omega})$ such that $u=0$ on $\partial \Omega$.
Proof. Let $u$ be as in (12.2.10). We prove (12.2.10) for $\widetilde{F}^{\prime \prime}(\Omega, \cdot), \widetilde{F}_{-}^{\prime \prime}(\Omega, \cdot)$, and $\widetilde{F}^{\prime \prime}(\Omega, \partial \Omega, 0, \cdot)$, the proof for $\widetilde{F}^{\prime}(\Omega, \cdot), \widetilde{F}_{-}^{\prime}(\Omega, \cdot)$, and $\widetilde{F}^{\prime}(\Omega, \partial \Omega, 0, \cdot)$ being analogous.

Let $\left\{\varepsilon_{k}\right\}$ be a decreasing sequence of positive numbers converging to zero, and $\left\{\chi_{k}\right\}$ be the sequence of functions defined by

$$
\begin{equation*}
\chi_{k}: t \in \mathbf{R} \mapsto \min \left\{t+\varepsilon_{k}, \max \left\{t-\varepsilon_{k}, 0\right\}\right\} . \tag{12.2.11}
\end{equation*}
$$

For every $k \in \mathbf{N}$ let $A_{k}, \Omega_{k} \in \mathcal{A}_{0}$ be such that $A_{k} \subset \subset A_{k+1}, \cup_{k=1}^{+\infty} A_{k}=$ $\Omega, \Omega_{k}$ has Lipschitz boundary, $\Omega_{k} \subset \subset \Omega_{k+1}, A_{k} \subset \subset \Omega_{k} \subset \subset \Omega$ and

$$
\begin{equation*}
\sup _{x \in \Omega \backslash A_{k}}|u(x)|<\frac{\varepsilon_{k}}{2} . \tag{12.2.12}
\end{equation*}
$$

Let us prove that

$$
\begin{equation*}
\widetilde{F}^{\prime \prime}(\Omega, \partial \Omega, 0, u) \leq \widetilde{F}_{-}^{\prime \prime}(\Omega, u) \tag{12.2.13}
\end{equation*}
$$

To do this assume that $\widetilde{F}_{-}^{\prime \prime}(\Omega, u)<+\infty$. Then, for every $k \in \mathbf{N}$, there exists $\left\{u_{h}^{(k)}\right\} \subseteq W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right) \cap L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$ such that $u_{h}^{(k)} \rightarrow u$ in $L^{\infty}\left(\Omega_{k}\right)$, and

$$
\limsup _{h \rightarrow+\infty} \int_{\Omega_{k}} f\left(r_{h} x, \nabla u_{h}^{(k)}\right) d x \leq \widetilde{F}^{\prime \prime}\left(\Omega_{k}, u\right) .
$$

For every $k \in \mathbf{N}$ let $s_{k} \in \mathbf{N}$ be such that $s_{k}>k, s_{k+1}>s_{k}$,

$$
\begin{equation*}
\int_{\Omega_{k}} f\left(r_{h} x, \nabla u_{h}^{(k)}\right) d x \leq \widetilde{F}^{\prime \prime}\left(\Omega_{k}, u\right)+\frac{1}{k} \text { for every } h \geq s_{k} \tag{12.2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|u-u_{h}^{(k)}\right\|_{L^{\infty}\left(\Omega_{k}\right)} \leq \frac{\varepsilon_{k}}{2} \text { for every } h \geq s_{k} . \tag{12.2.15}
\end{equation*}
$$

For $h \geq s_{1}$ set $k_{h}=\max \left\{k \in \mathbf{N}: s_{k} \leq h\right\}$, and define $u_{h}$ and $\tilde{u}_{h}$ by $u_{h}=u_{h}^{k_{h}}, \tilde{u}_{h}=\chi_{k_{h}}\left(u_{h}\right)$. Then, for every $h \geq s_{1}, u_{h} \in W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right) \cap L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$ and by (12.2.11), (12.2.12), and (12.2.15), we infer that $\tilde{u}_{h} \in W_{0}^{1, q}\left(\Omega_{k_{h}}\right) \cap$ $L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$. Let us denote again by $\tilde{u}_{h}$ the zero extension of $\tilde{u}_{h}$ from $\Omega_{k_{h}}$ to $\mathbf{R}^{n}$.

By (12.2.11), (12.2.15) and (12.2.12) it turns out that

$$
\begin{equation*}
\left|\tilde{u}_{h}(x)-u(x)\right| \leq\left|\tilde{u}_{h}(x)-u_{h}(x)\right|+\left|u_{h}(x)-u(x)\right| \leq \tag{12.2.16}
\end{equation*}
$$

$$
\leq \varepsilon_{k_{h}}+\frac{\varepsilon_{k_{h}}}{2}=\frac{3}{2} \varepsilon_{k_{h}} \text { for a.e. } x \in \Omega_{k_{h}} \text { and every } h \geq s_{1}
$$

and, by (12.2.12), that

$$
\begin{equation*}
\left|\tilde{u}_{h}(x)-u(x)\right|=|u(x)| \leq \frac{1}{2} \varepsilon_{k_{h}} \tag{12.2.17}
\end{equation*}
$$

$$
\text { for a.e. } x \in \Omega \backslash \Omega_{k_{h}} \text {, and every } h \geq s_{1} \text {. }
$$

Consequently, from (12.2.16) and (12.2.17), it follows that

$$
\begin{equation*}
\tilde{u}_{h} \rightarrow u \text { in } L^{\infty}(\Omega) . \tag{12.2.18}
\end{equation*}
$$

Now let $B_{1}, B_{2} \in \mathcal{A}_{0}$ be such that $B_{1} \subset \subset B_{2} \subset \subset \Omega_{k_{h}}$ for $h$ sufficiently large. Let $\left\{\psi_{h}\right\}$ be given by Lemma 11.1.1 applied to $B_{2}$ and $K=\overline{B_{1}}$, and let $\left\{w_{h}\right\} \subseteq W_{0}^{1, q}(\Omega) \cap L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$ be defined by

$$
w_{h}=\psi_{h}\left(u_{h}+\varepsilon_{k_{h}}\right)+\left(1-\psi_{h}\right) \tilde{u}_{h} .
$$

Then obviously $w_{h} \rightarrow u$ in $L^{\infty}(\Omega)$.
By making use of the convexity of $f$, it results that

$$
\begin{gathered}
\int_{\Omega} f\left(r_{h} x, t \nabla w_{h}\right) d x \leq \\
\leq t \int_{\Omega} \psi_{h}(x) f\left(r_{h} x, \nabla u_{h}\right) d x+t \int_{\Omega}\left(1-\psi_{h}(x)\right) f\left(r_{h} x, \nabla \tilde{u}_{h}\right) d x+ \\
+(1-t) \int_{\Omega} f\left(r_{h} x, \frac{t}{1-t}\left(u_{h}+\varepsilon_{k_{h}}-\tilde{u}_{h}\right) \nabla \psi_{h}\right) d x \leq \\
\leq \int_{\Omega_{k_{h}}} \psi_{h}(x) f\left(r_{h} x, \nabla u_{h}\right) d x+\int_{\Omega_{k_{h}}}\left(1-\psi_{h}(x)\right) f\left(r_{h} x, \nabla \tilde{u}_{h}\right) d x+ \\
+\int_{\Omega \backslash \Omega_{k_{h}}} f\left(r_{h} x, 0\right) d x+(1-t) \int_{\Omega} f\left(r_{h} x, \frac{t}{1-t}\left(u_{h}+\varepsilon_{k_{h}}-\tilde{u}_{h}\right) \nabla \psi_{h}\right) d x \leq \\
\leq \int_{\Omega_{k_{h}}} \psi_{h}(x) f\left(r_{h} x, \nabla u_{h}\right) d x+\int_{\Omega_{k_{h}}}\left(1-\psi_{h}(x)\right) \chi_{k_{h}}^{\prime}\left(u_{h}(x)\right) f\left(r_{h} x, \nabla u_{h}\right) d x+ \\
+\int_{\Omega_{k_{h}}}\left(1-\psi_{h}(x)\right)\left(1-\chi_{k_{h}}^{\prime}\left(u_{h}(x)\right)\right) f\left(r_{h} x, 0\right) d x+\int_{\Omega \backslash \Omega_{k_{h}}} f\left(r_{h} x, 0\right) d x+ \\
+(1-t) \int_{\Omega} f\left(r_{h} x, \frac{t}{1-t}\left(u_{h}+\varepsilon_{k_{h}}-\tilde{u}_{h}\right) \nabla \psi_{h}\right) d x \leq \\
\leq \int_{\Omega_{k_{h}}} f\left(r_{h} x, \nabla u_{h}\right) d x+2 \int_{\Omega \backslash B_{1}} f\left(r_{h} x, 0\right) d x+ \\
+(1-t) \int_{\Omega} f\left(r_{h} x, \frac{t}{1-t}\left(u_{h}+\varepsilon_{k_{h}}-\tilde{u}_{h}\right) \nabla \psi_{h}\right) d x
\end{gathered}
$$

for every $h \in \mathbf{N}$ sufficiently large, $t \in[0,1[$.

Hence because of (12.2.14), we conclude that

$$
\begin{gather*}
\int_{\Omega} f\left(r_{h} x, t \nabla w_{h}\right) d x \leq  \tag{12.2.19}\\
\leq \widetilde{F}^{\prime \prime}\left(\Omega_{k_{h}}, u\right)+\frac{1}{k_{h}}+2 \int_{\Omega \backslash B_{1}} f\left(r_{h} x, 0\right) d x+ \\
+(1-t) \int_{\Omega} f\left(r_{h} x, \frac{t}{1-t}\left(u_{h}+\varepsilon_{k_{h}}-\tilde{u}_{h}\right) \nabla \psi_{h}\right) d x \leq \\
\leq \widetilde{F}_{-}^{\prime \prime}(\Omega, u)+\frac{1}{k_{h}}+2 \int_{\Omega \backslash B_{1}} f\left(r_{h} x, 0\right) d x+
\end{gather*}
$$

$$
+(1-t)\left\{\int_{B_{2}} f\left(r_{h} x, \frac{t}{1-t}\left(u_{h}+\varepsilon_{k_{h}}-\tilde{u}_{h}\right) \nabla \psi_{h}\right) d x+\int_{\Omega \backslash B_{2}} f\left(r_{h} x, 0\right) d x\right\}
$$

for every $h \in \mathbf{N}$ sufficiently large, $t \in[0,1[$.
On the other hand, because of (12.2.15), (12.2.18), and again the inclusion $B_{2} \subset \subset \Omega_{k_{h}}$ for every $h$ large enough, it results that $u_{h}+\varepsilon_{k_{h}}-\tilde{u}_{h} \rightarrow 0$ in $L^{\infty}\left(B_{2}\right)$, and that $u_{h}+\varepsilon_{k_{h}}-\tilde{u}_{h} \geq 0$ a.e. in $B_{2}$. Consequently, by making use of (11.1.10) of Lemma 11.1.1, and by arguing as in the proof of (12.2.8), it is easy to verify that

$$
\begin{align*}
& \text { 20) } \quad \limsup _{h \rightarrow+\infty} \int_{B_{2}} f\left(r_{h} x, \frac{t}{1-t}\left(u_{h}+\varepsilon_{k_{h}}-\tilde{u}_{h}\right) \nabla \psi_{h}\right) d x \leq  \tag{12.2.20}\\
& \leq\left(c_{f}+\int_{Y} f(y, 0) d y\right) \mathcal{L}^{n}\left(B_{2}\right) \leq\left(c_{f}+\int_{Y} f(y, 0) d y\right) \mathcal{L}^{n}(\Omega) \\
& \text { for every } t \in[0,1[,
\end{align*}
$$

where $c_{f}$ is defined in Remark 11.1.2.
Passing to the limit in (12.2.19) as $h$ tends to infinity, because of (11.2.5) and (12.2.20), it results that

$$
\begin{equation*}
\widetilde{F}^{\prime \prime}(\Omega, \partial \Omega, 0, t u) \leq \tag{12.2.21}
\end{equation*}
$$

$$
\leq \widetilde{F}_{-}^{\prime \prime}(\Omega, u)+2 \mathcal{L}^{n}\left(\Omega \backslash B_{1}\right) \int_{Y} f(y, 0) d y+(1-t)\left(c_{f}+2 \int_{Y} f(y, 0) d y\right) \mathcal{L}^{n}(\Omega)
$$

$$
\text { for every } t \in[0,1[\text {. }
$$

Finally, letting $t$ increase to 1 in (12.2.21), by Proposition 3.3.2, and again (11.2.5), we conclude that

$$
\widetilde{F}^{\prime \prime}(\Omega, \partial \Omega, 0, u) \leq \widetilde{F}_{-}^{\prime \prime}(\Omega, u)+2 \mathcal{L}^{n}\left(\Omega \backslash B_{1}\right) \int_{Y} f(y, 0) d y,
$$

from which (12.2.13) follows as $B_{1}$ increases to $\Omega$.
On the other hand, since it is always true that

$$
\begin{equation*}
\widetilde{F}_{-}^{\prime \prime}(\Omega, u) \leq \widetilde{F}^{\prime \prime}(\Omega, u) \leq \widetilde{F}^{\prime \prime}(\Omega, \partial \Omega, 0, u), \tag{12.2.22}
\end{equation*}
$$

the proof follows from (12.2.13) and (12.2.22).
Proposition 12.2.3. Let $f$ be as in (12.0.1), $\left.q \in[1,+\infty],\left\{r_{h}\right\} \subseteq\right] 0,+\infty[$ be strictly increasing and diverging, $\widetilde{F}^{\prime}, \widetilde{F}^{\prime \prime}$ be defined in (12.1.4), $\Omega \in \mathcal{A}_{0}$, $\Gamma \subseteq \partial \Omega$, and $\widetilde{F}^{\prime}(\Omega, \Gamma, 0, \cdot), \widetilde{F}^{\prime \prime}(\Omega, \Gamma, 0, \cdot)$ be defined in (12.1.5). Assume that (11.1.3) holds. Then

$$
\begin{equation*}
\widetilde{F}^{\prime}(\Omega, u)=\widetilde{F}^{\prime}(\Omega, \Gamma, 0, u), \widetilde{F}^{\prime \prime}(\Omega, u)=\widetilde{F}^{\prime \prime}(\Omega, \Gamma, 0, u) \tag{12.2.23}
\end{equation*}
$$

for every $u \in L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right) \cap C^{0}(\bar{\Omega})$ such that $u=0$ on $\Gamma$.
Proof. The proof follows the outlines of the one of Proposition 12.2.2.
Let $u$ be as in (12.2.23). Let us prove that

$$
\begin{equation*}
\widetilde{F}^{\prime \prime}(\Omega, \Gamma, 0, u) \leq \widetilde{F}^{\prime \prime}(\Omega, u) . \tag{12.2.24}
\end{equation*}
$$

To do this we can assume that $\widetilde{F}^{\prime \prime}(\Omega, u)<+\infty$, so that there exists $\left\{u_{h}\right\} \subseteq W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right) \cap L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$ such that $u_{h} \rightarrow u$ in $L^{\infty}(\Omega)$, and

$$
\limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(r_{h} x, \nabla u_{h}\right) d x \leq \widetilde{F}^{\prime \prime}(\Omega, u) .
$$

For every $h \in \mathbf{N}$ let $\varepsilon_{h}=2\left\|u_{h}-u\right\|_{L^{\infty}(\Omega)}$, and $\chi_{h}$ be as in (12.2.11). Then $\chi_{h}\left(u_{h}\right) \in W_{0, \Gamma}^{1, q}(\Omega) \cap L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$ for every $h \in \mathbf{N}$. In fact, if $h \in \mathbf{N}$, it is clear that $\chi_{h}\left(u_{h}\right) \in W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right) \cap L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$. Moreover by the continuity of $u$ in $\partial \Omega$ it follows that the set $I_{h}=\left\{x \in \Omega:|u(x)|<\frac{1}{2} \varepsilon_{h}\right\}$ is a neighborhood of $\Gamma$ in $\Omega$, consequently we have that

$$
\left|u_{h}(x)\right| \leq\left|u_{h}(x)-u(x)\right|+|u(x)| \leq\left\|u_{h}-u\right\|_{L^{\infty}(\Omega)}+\frac{1}{2} \varepsilon_{h}=\varepsilon_{h} \text { a.e. in } I_{h},
$$

that is $\chi_{h}\left(u_{h}\right)=0$ a.e. in $I_{h}$, and therefore $\chi_{h}\left(u_{h}\right) \in W_{0, \Gamma}^{1, q}(\Omega) \cap L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$. Finally it is clear that $\chi_{h}\left(u_{h}\right) \rightarrow u$ in $L^{\infty}(\Omega)$.

Let $B_{1}, B_{2}$ be two open sets such that $B_{1} \subset \subset B_{2} \subset \subset \Omega$, and let $\left\{\psi_{h}\right\}$ and $\left\{w_{h}\right\}$ be as in Proposition 12.2.2. Then (12.2.24) follows from the same arguments used in the proof of (12.2.13) in Proposition 12.2.2.

By (12.2.24) and the obvious inequality

$$
\widetilde{F}^{\prime \prime}(\Omega, u) \leq \widetilde{F}^{\prime \prime}(\Omega, \Gamma, 0, u),
$$

the right-hand side of (12.2.23) follows. This completes the proof.

## $\S$ 12.3 Finiteness Conditions

Let $f$ be a function satisfying (12.0.1), $p \in[1,+\infty]$, and $F^{\prime \prime}$ be the functional defined in (12.1.6). In this section we give sufficient conditions on $\Omega$ and $u$ in order to get finiteness of $F^{\prime \prime}(\Omega, u)$.

For every $u=\sum_{j=1}^{m}\left(u_{z_{j}}+s_{j}\right) \chi_{P_{j}} \in P A\left(\mathbf{R}^{n}\right)$ we set

$$
\sigma(u)=\max _{j \in\{1, \ldots, m\}} \operatorname{card}\left\{i \in\{1, \ldots, m\}: \overline{P_{i}} \cap \overline{P_{j}} \neq \emptyset\right\}
$$

Lemma 12.3.1. Let $f$ be as in (12.0.1), $z_{0}=0, q \in[1,+\infty], \widetilde{C}^{q}(0)$ and $\tilde{f}_{\text {hom }}^{q}$ be defined in (11.2.2) and (12.1.1) respectively, and $F^{\prime \prime}$ in (12.1.6). Assume that (11.2.3) holds. Let $\delta \in] 0,1[$ satisfy (11.2.4). Then

$$
\begin{align*}
& F^{\prime \prime}(\Omega, t u) \leq t \int_{\Omega} \tilde{f}_{\text {hom }}^{q}(\nabla u) d x+(1-t) \mathcal{L}^{n}(\Omega) \int_{Y} f(y, 0) d y  \tag{12.3.1}\\
& \quad \text { for every } \Omega \in \mathcal{A}_{0}, u \in P A\left(\mathbf{R}^{n}\right) \\
& t \in\left[0, \frac{\delta}{256 n 3^{n} \sqrt{n} \sigma(u)^{2}\left(2\|\nabla u\|_{L^{\infty}(\Omega)}+1\right)+\delta}\right]
\end{align*}
$$

Proof. Let $\Omega, u=\sum_{i=1}^{m}\left(u_{z_{j}}+s_{j}\right) \chi_{P_{j}}, t$ be as in (12.3.1), and set, for every $j \in\{1, \ldots, m\}, \Omega_{j}=\Omega \cap \operatorname{int}\left(P_{j}\right)$.

In order to prove (12.3.1), let us assume that

$$
\begin{equation*}
\sum_{j=1}^{m} \tilde{f}_{\mathrm{hom}}^{q}\left(z_{j}\right) \mathcal{L}^{n}\left(\Omega_{j}\right)=\int_{\Omega} \tilde{f}_{\mathrm{hom}}^{q}(\nabla u) d x<+\infty \tag{12.3.2}
\end{equation*}
$$

Inequality (12.3.2) provides that $z_{j} \in \operatorname{dom} \tilde{f}_{\text {hom }}^{q}$ for every $j \in\{1, \ldots$, $m\}$. Hence, for every fixed $\theta \in] 0,+\infty[$ and $j \in\{1, \ldots, m\}$, there exists $v^{j} \in W_{\text {per }}^{1, q}(Y) \cap L^{\infty}(Y)$ such that

$$
\int_{Y} f\left(y, z_{j}+\nabla v^{j}\right) d y \leq \tilde{f}_{\mathrm{hom}}^{q}\left(z_{j}\right)+\theta
$$

Whence, for every $j \in\{1, \ldots, m\}$, by setting $v_{h}^{j}=\frac{1}{h} v^{j}(h \cdot)$ for every $h \in \mathbf{N}$, it follows that

$$
\begin{equation*}
\lim _{h \rightarrow+\infty} \int_{\Omega \cap \Omega_{j, \varepsilon}^{+}} f\left(h x, z_{j}+\nabla v_{h}^{j}\right) d x \leq \mathcal{L}^{n}\left(\Omega \cap \Omega_{j, \varepsilon}^{+}\right)\left(\tilde{f}_{\text {hom }}^{q}\left(z_{j}\right)+\theta\right) \tag{12.3.3}
\end{equation*}
$$

For every $\varepsilon>0$ sufficiently small, and $j \in\{1, \ldots, m\}$, let $\left\{\gamma_{h}^{\varepsilon, j}\right\}$ and $\gamma^{\varepsilon, j}$ be given by Lemma 11.2.2, and let, for every $h \in \mathbf{N}$,

$$
w_{h}^{\varepsilon}=\sum_{j=1}^{m}\left(u_{z_{j}}+s_{j}+v_{h}^{j}\right) \gamma_{h}^{\varepsilon, j}
$$

Then, because of Lemma 11.2.2, it results that

$$
\begin{equation*}
w_{h}^{\varepsilon} \rightarrow w_{\varepsilon}=\sum_{j=1}^{m}\left(u_{z_{j}}+s_{j}\right) \gamma^{\varepsilon, j} \text { in } L^{\infty}(\Omega) \text { and a.e. in } \Omega \tag{12.3.4}
\end{equation*}
$$

for every $\varepsilon>0$ sufficiently small.
By (12.3.4), the convexity properties of $f$, Lemma 11.2 .2 , and by recalling that $\sum_{j=1}^{m} \nabla \gamma_{h}^{\varepsilon, j}=0$ a.e. in $\Omega$, it results that

$$
\begin{equation*}
F^{\prime \prime}\left(\Omega, t w_{\varepsilon}\right) \leq \limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(h x, t \nabla w_{h}^{\varepsilon}\right) d x= \tag{12.3.5}
\end{equation*}
$$

$=\limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(h x, t \sum_{j=1}^{m}\left(z_{j}+\nabla v_{h}^{j}\right) \gamma_{h}^{\varepsilon, j}+\right.$

$$
\left.+(1-t) \frac{t}{1-t} \sum_{j=1}^{m}\left(u_{z_{j}}+s_{j}+v_{h}^{j}\right) \nabla \gamma_{h}^{\varepsilon, j}\right) d x \leq
$$

$$
\leq t \limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(h x, \sum_{j=1}^{m}\left(z_{j}+\nabla v_{h}^{j}\right) \gamma_{h}^{\varepsilon, j}\right) d x+
$$

$$
+(1-t) \limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(h x, \frac{t}{1-t} \sum_{j=1}^{m}\left(u_{z_{j}}+s_{j}+v_{h}^{j}\right) \nabla \gamma_{h}^{\varepsilon, j}\right) d x \leq
$$

$$
\leq t \sum_{j=1}^{m} \limsup _{h \rightarrow+\infty} \int_{\Omega} \gamma_{h}^{\varepsilon, j}(x) f\left(h x, z_{j}+\nabla v_{h}^{j}\right) d x+
$$

$$
+(1-t) \limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(h x, \frac{t}{1-t} \sum_{j=1}^{m}\left(u_{z_{j}}+s_{j}+v_{h}^{j}-u\right) \nabla \gamma_{h}^{\varepsilon, j}\right) d x \leq
$$

$$
\leq t \sum_{j=1}^{m} \limsup _{h \rightarrow+\infty} \int_{\Omega \cap \Omega_{j, \varepsilon}^{+}} f\left(h x, z_{j}+\nabla v_{h}^{j}\right) d x+
$$

$$
+(1-t) \limsup _{h \rightarrow+\infty} \sum_{i=1}^{m} \int_{\Omega_{i, \varepsilon}^{-}} f(h x, 0) d x+
$$

$+(1-t) \limsup _{h \rightarrow+\infty} \int_{\Omega \backslash \cup_{i=1}^{m} \Omega_{i, \varepsilon}^{-}} f\left(h x, \frac{t}{1-t} \sum_{j=1}^{m}\left(u_{z_{j}}+s_{j}+v_{h}^{j}-u\right) \nabla \gamma_{h}^{\varepsilon, j}\right) d x \leq$

$$
\leq t \sum_{j=1}^{m} \limsup _{h \rightarrow+\infty} \int_{\Omega \cap \Omega_{j, \varepsilon}^{+}} f\left(h x, z_{j}+\nabla v_{h}^{j}\right) d x+
$$

$$
\begin{gathered}
+(1-t) \limsup _{h \rightarrow+\infty} \sum_{i=1}^{m} \int_{\Omega_{i, \varepsilon}^{-}} f(h x, 0) d x+ \\
+(1-t) \sum_{i=1}^{m} \limsup _{h \rightarrow+\infty} \int_{\Omega_{i} \backslash \Omega_{i, \varepsilon}^{-}} f\left(h x, \frac{t}{1-t} \sum_{j=1}^{m}\left(u_{z_{j}}+s_{j}+v_{h}^{j}-u\right) \nabla \gamma_{h}^{\varepsilon, j}\right) d x
\end{gathered}
$$

for every $\varepsilon>0$ sufficiently small.
On the other hand, let $\sigma_{\varepsilon}=\sigma_{\varepsilon}\left(\Omega_{1}, \ldots, \Omega_{m}\right)$ be given by (11.2.6). Let us observe that, for a fixed $\varepsilon>0$ sufficiently small and $i \in\{1, \ldots, m\}$, the number of the sets $\Omega_{j}$ such that $\operatorname{dist}\left(\Omega_{i}, \Omega_{j}\right)<\varepsilon$ is less than or equal to $\sigma_{\varepsilon}$. Let $\left\{\Omega_{j_{1}}, \ldots, \Omega_{j_{\varepsilon}}\right\}$ be a subset of $\left\{\Omega_{1}, \ldots, \Omega_{m}\right\}$ containing all the sets $\Omega_{j}$ satisfying $\operatorname{dist}\left(\Omega_{i}, \Omega_{j}\right)<\varepsilon$. Consequently, as regards the last term in (12.3.5), it results that

$$
\begin{equation*}
\int_{\Omega_{i} \backslash \Omega_{i, \varepsilon}^{-}} f\left(h x, \frac{t}{1-t} \sum_{j=1}^{m}\left(u_{z_{j}}+s_{j}+v_{h}^{j}-u\right) \nabla \gamma_{h}^{\varepsilon, j}\right) d x= \tag{12.3.6}
\end{equation*}
$$

$$
=\int_{\Omega_{i} \backslash \Omega_{i, \varepsilon}^{-}} f\left(h x, \sum_{k=1}^{\sigma_{\varepsilon}} \frac{1}{\sigma_{\varepsilon}} \sigma_{\varepsilon} \frac{t}{1-t}\left(u_{z_{j_{k}}}+s_{j_{k}}+v_{h}^{j_{k}}-u\right) \nabla \gamma_{h}^{\varepsilon, j_{k}}\right) d x \leq
$$

$$
\leq \sum_{k=1}^{\sigma_{\varepsilon}} \frac{1}{\sigma_{\varepsilon}} \int_{\Omega_{i} \backslash \Omega_{i, \varepsilon}^{-}} f\left(h x, \sigma_{\varepsilon} \frac{t}{1-t}\left(u_{z_{j_{k}}}+s_{j_{k}}+v_{h}^{j_{k}}-u\right) \nabla \gamma_{h}^{\varepsilon, j_{k}}\right) d x \leq
$$

$$
\leq \sum_{k=1}^{\sigma_{\varepsilon}} \frac{1}{\sigma_{\varepsilon}} \int_{\left(\Omega_{i} \backslash \Omega_{i, \varepsilon}^{-}\right) \cap \Omega_{j, \varepsilon}^{+}} f\left(h x, \sigma_{\varepsilon} \frac{t}{1-t}\left(u_{z_{j_{k}}}+s_{j_{k}}+v_{h}^{j_{k}}-u\right) \nabla \gamma_{h}^{\varepsilon, j_{k}}\right) d x+
$$

$$
+\int_{\Omega_{i} \backslash \Omega_{i, \varepsilon}^{-}} f(h x, 0) d x
$$

for every $i \in\{1, \ldots, m\}, \varepsilon>0$ sufficiently small, $h \in \mathbf{N}$.
We now observe that there exists $\varepsilon(u) \in] 0,+\infty[$ such that

$$
\left.\sigma_{\varepsilon}\left(\Omega_{1}, \ldots, \Omega_{m}\right) \leq \sigma(u) \text { for every } \varepsilon \in\right] 0, \varepsilon(u)[\text {. }
$$

Fix $\varepsilon \in] 0, \varepsilon(u)[$. Then, since

$$
\left\|\sigma_{\varepsilon} \frac{t}{1-t}\left(u_{z_{j}}+s_{j}+v_{h}^{j}-u\right)\right\|_{L^{\infty}\left(\Omega \cap \Omega_{j,,}^{+}\right)} \leq \sigma_{\varepsilon} \frac{t}{1-t}\left(2\|\nabla u\|_{L^{\infty}(\Omega)}+1\right) \varepsilon
$$

for every $h$ sufficiently large, $j \in\{1, \ldots, m\}$,
our choice of $t$ provides that

$$
\left\|\sigma_{\varepsilon} \frac{t}{t-t}\left(u_{z_{j}}+s_{j}+v_{h}^{j}-u\right)\right\|_{L^{\infty}\left(\Omega \cap \Omega_{j, \varepsilon}^{+}\right)} \leq \frac{\delta \varepsilon}{256 n 3^{n} \sqrt{n} \sigma_{\varepsilon}}
$$

$$
\text { for every } h \text { sufficiently large, } j \in\{1, \ldots, m\} \text {, }
$$

i.e.

$$
\begin{equation*}
\sigma_{\varepsilon} \frac{t}{1-t}\left(u_{z_{j}}(x)+s_{j}+v_{h}^{j}(x)-u(x)\right) \in \tag{12.3.7}
\end{equation*}
$$

$$
]-\frac{\delta \varepsilon}{256 n 3^{n} \sqrt{n} \sigma_{\varepsilon}}, \frac{\delta \varepsilon}{256 n 3^{n} \sqrt{n} \sigma_{\varepsilon}}[
$$

for a.e. $x \in\left(\Omega_{i} \backslash \Omega_{i, \varepsilon}^{-}\right) \cap \Omega_{j, \varepsilon}^{+}$, every $h$ sufficiently large, $j \in\{1, \ldots, m\}$.
Then (12.3.7), an argument similar to the one used to get (12.2.7), the convexity properties of $f$, and Lemma 11.2.2 provide that

$$
\begin{align*}
& \text { 2.3.8) } \limsup _{h \rightarrow+\infty} \sum_{k=1}^{\sigma_{\varepsilon}} \frac{1}{\sigma_{\varepsilon}} \int_{\left(\Omega_{i} \backslash \Omega_{i, \varepsilon}^{-}\right) \cap \Omega_{j, \varepsilon}^{+}} f(h x,  \tag{12.3.8}\\
& \left.\sigma_{\varepsilon} \frac{t}{1-t}\left(u_{z_{j_{k}}}+s_{j_{k}}+v_{h}^{j_{k}}-u\right) \nabla \gamma_{h}^{\varepsilon, j_{k}}\right) d x \leq \\
& \leq \limsup _{h \rightarrow+\infty} \sum_{k=1}^{\sigma_{\varepsilon}} \frac{1}{\sigma_{\varepsilon}} \int_{\left(\Omega_{i} \backslash \Omega_{i, \varepsilon}^{-}\right) \cap \Omega_{j, \varepsilon}^{+}} f^{(0)}\left(h x, \frac{\delta \varepsilon}{256 n 3^{n} \sqrt{n} \sigma_{\varepsilon}} \nabla \gamma_{h}^{\varepsilon, j_{k}}\right) d x \leq \\
& \left.\leq 2\left(c_{f}+2 \int_{Y} f(y, 0) d y\right) \mathcal{L}^{n}\left(\Omega_{i} \backslash \Omega_{i, \varepsilon}^{-}\right) \text {for every } \varepsilon \in\right] 0, \varepsilon(u)[,
\end{align*}
$$

where $f^{(0)}$ is defined by (11.2.1), and $c_{f}$ by Remark 11.1.2.
By combining (12.3.5) with (12.3.3), (12.3.6), (12.3.8), and by making use of (11.2.5) and of the periodicity of $f(\cdot, 0)$, it then results that

$$
\begin{equation*}
F^{\prime \prime}\left(\Omega, t w_{\varepsilon}\right) \leq \tag{12.3.9}
\end{equation*}
$$

$$
\begin{gathered}
\leq t \sum_{j=1}^{m} \mathcal{L}^{n}\left(\Omega \cap \Omega_{j, \varepsilon}^{+}\right)\left(\tilde{f}_{\text {hom }}^{q}\left(z_{j}\right)+\theta\right)+(1-t) \sum_{i=1}^{m} \mathcal{L}^{n}\left(\Omega_{i, \varepsilon}^{-}\right) \int_{Y} f(y, 0) d y+ \\
+(1-t) \sum_{i=1}^{m} \mathcal{L}^{n}\left(\Omega_{i} \backslash \Omega_{i, \varepsilon}^{-}\right) \int_{Y} f(y, 0) d y+ \\
+(1-t) 2 \sum_{i=1}^{m} \mathcal{L}^{n}\left(\Omega_{i} \backslash \Omega_{i, \varepsilon}^{-}\right)\left(c_{f}+2 \int_{Y} f(y, 0) d y\right) \\
\text { for every } \varepsilon \in] 0, \varepsilon(u)[.
\end{gathered}
$$

Observe now that, because of Lemma 11.2.2,

$$
\left\|w_{\varepsilon}-u\right\|_{L^{\infty}(\Omega)}=\left\|\sum_{j=1}^{m}\left(u_{z_{j}}+s_{j}-u\right) \gamma^{\varepsilon, j}\right\|_{L^{\infty}(\Omega)} \leq
$$

$$
\begin{gathered}
\leq \sum_{j=1}^{m}\left\|\left(u_{z_{j}}+s_{j}-u\right) \gamma^{\varepsilon, j}\right\|_{L^{\infty}\left(\Omega \cap \Omega_{j, \varepsilon}^{+}\right)} \leq m\left(2\|\nabla u\|_{L^{\infty}(\Omega)}+1\right) \varepsilon \\
\text { for every } \varepsilon \in] 0, \varepsilon(u)[,
\end{gathered}
$$

and consequently that

$$
\begin{equation*}
w_{\varepsilon} \rightarrow u \text { in } L^{\infty}(\Omega) . \tag{12.3.10}
\end{equation*}
$$

Then, because of Proposition 3.3.2, (12.3.10), and (12.3.9), it results that

$$
\begin{gather*}
F^{\prime \prime}(\Omega, t u) \leq \liminf _{\varepsilon \rightarrow 0} F^{\prime \prime}\left(\Omega, t w_{\varepsilon}\right) \leq  \tag{12.3.11}\\
\leq \sum_{j=1}^{m} \mathcal{L}^{n}\left(\Omega \cap \overline{\Omega_{j}}\right)\left(\tilde{f}_{\mathrm{hom}}^{q}\left(z_{j}\right)+\theta\right)+(1-t) \mathcal{L}^{n}(\Omega) \int_{Y} f(y, 0) d y
\end{gather*}
$$

By passing to the limit in (12.3.11) as $\theta$ tends to $0^{+}$, and recalling that $\sum_{j=1}^{m} \mathcal{L}^{n}\left(\Omega \cap \overline{\Omega_{j}}\right) \tilde{f}_{\text {hom }}^{q}\left(z_{j}\right)=\int_{\Omega} \tilde{f}_{\text {hom }}^{q}(\nabla u) d x$, inequality (12.3.1) follows.

We can now prove the finiteness result.
Proposition 12.3.2. Let $f$ be as in (12.0.1), $z_{0}=0, q \in[1,+\infty], \widetilde{C}^{q}(0)$ be defined in (11.2.2), and $F^{\prime \prime}$ in (12.1.6). Assume that (11.2.3) holds. Let $\delta \in] 0,+\infty[$ satisfy (11.2.4). Then there exist $r \in] 0, \delta[$, and $c \in] 0,+\infty[$ such that

$$
\begin{equation*}
F_{-}^{\prime \prime}(\Omega, u) \leq c \mathcal{L}^{n}(\Omega) \tag{12.3.12}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}, u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$ such that $\|\nabla u\|_{L^{\infty}(\Omega)} \leq r$.
Proof. Let $\Omega \in \mathcal{A}_{0}$, and $Q$ be an open cube with $\Omega \subset \subset Q$.
Let $r \in] 0,+\infty\left[\right.$ to be specified later, and $u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$ such that $\|\nabla u\|_{L^{\infty}(\Omega)} \leq r$.

Because of (12.1.9), it is not restrictive to assume $u$ equal to 0 in $\mathbf{R}^{n} \backslash Q$.
Let $S_{1}, \ldots, S_{l} \subseteq \mathbf{R}^{n} \backslash Q$ be polyhedral sets with pairwise disjoint interiors such that $\mathcal{L}^{n}\left(\left(R^{n} \backslash Q\right) \backslash \cup_{j=1}^{l} S_{j}\right)=0$, and let $P_{1}, \ldots, P_{m} \subseteq Q$ be $n$-simplexes with pairwise disjoint interiors such that $Q=\cup_{j=1}^{m} P_{j}$. For every $h \in \mathbf{N}$ let $P_{1}^{h}, \ldots, P_{m^{h}}^{h}$ be the $n$-simplexes obtained by taking the $\frac{1}{h}$-replies of $P_{1}, \ldots, P_{m}$ repeated $\frac{1}{h} Q$-periodically so that $Q=\cup_{j=1}^{m^{h}} P_{j}^{h}$.

For every $h \in \mathbf{N}$ let $u_{h} \in P A\left(\mathbf{R}^{n}\right)$ be such that $u_{h}$ is affine on each $n$-simplex of $\left\{P_{1}^{h}, \ldots, P_{m^{h}}^{h}\right\}$, equal to $u$ on the vertices of the elements of $\left\{P_{1}^{h}, \ldots, P_{m^{h}}^{h}\right\}$ and equal to 0 in each element of $\left\{S_{1}, \ldots, S_{l}\right\}$. Then, since for every $h \in \mathbf{N}$ and $j \in\left\{1, \ldots, m^{h}\right\}, P_{j}^{h}$ intersects at most $m^{n}$ elements of $\left\{P_{1}^{h}, \ldots, P_{m^{h}}^{h}\right\}$, we immediately obtain that

$$
\begin{equation*}
\sigma\left(u_{h}\right) \leq m^{n}+l \text { for every } h \in \mathbf{N}, \tag{12.3.13}
\end{equation*}
$$

$$
\begin{equation*}
u_{h} \rightarrow u \text { in } L^{\infty}\left(\mathbf{R}^{n}\right) \tag{12.3.14}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\nabla u_{h}\right\|_{L^{\infty}(\Omega)} \leq \bar{c}\|\nabla u\|_{L^{\infty}(\Omega)} \leq \bar{c} r \text { for every } h \in \mathbf{N} \tag{12.3.15}
\end{equation*}
$$

where $\bar{c}$ is in $[1,+\infty[$ and depends only on $n$.
Since, because of (12.3.15) and (12.3.13), it results that

$$
\begin{gathered}
\frac{\delta}{256 n 3^{n} \sqrt{n}\left(m^{n}+l\right)^{2}(2 \delta+1)+\delta} \leq \\
\leq \frac{\delta}{256 n 3^{n} \sqrt{n} \sigma^{2}\left(u_{h}\right)\left(2\left\|\frac{\delta}{\bar{c} r} \nabla u_{h}\right\|_{L^{\infty}(\Omega)}+1\right)+\delta} \text { for every } h \in \mathbf{N},
\end{gathered}
$$

Lemma 12.3.1 provides that

$$
\begin{gather*}
F^{\prime \prime}\left(\Omega, t \frac{\delta}{\bar{c} r} u_{h}\right) \leq  \tag{12.3.16}\\
\leq t \int_{\Omega} \tilde{f}_{\mathrm{hom}}^{q}\left(\frac{\delta}{\bar{c} r} \nabla u_{h}\right) d x+(1-t) \mathcal{L}^{n}(\Omega) \int_{Y} f(y, 0) d y
\end{gather*}
$$

$$
\text { for every } h \in \mathbf{N}, t \in\left[0, \frac{\delta}{256 n 3^{n} \sqrt{n}\left(m^{n}+l\right)^{2}(2 \delta+1)+\delta}\right]
$$

where $\tilde{f}_{\text {hom }}^{q}$ is given by (12.1.1).
In (12.3.16) it is possible to take $t=\frac{\bar{c} r}{\delta}$ if and only if

$$
\begin{equation*}
r \leq \frac{\delta^{2}}{\bar{c}\left(256 n 3^{n} \sqrt{n}\left(m^{n}+l\right)^{2}(2 \delta+1)+\delta\right)} \tag{12.3.17}
\end{equation*}
$$

furthermore, since clearly $\bar{c} \geq 1$, it results that $r \in] 0, \delta[$.
By choosing $r$ as in (12.3.17), from (12.3.16) written with $t=\frac{\bar{c} r}{\delta}$ it then follows that

$$
\begin{equation*}
F^{\prime \prime}\left(\Omega, u_{h}\right) \leq \tag{12.3.18}
\end{equation*}
$$

$\leq \frac{\bar{c} r}{\delta} \int_{\Omega} \tilde{f}_{\text {hom }}^{q}\left(\frac{\delta}{\bar{c} r} \nabla u_{h}\right) d x+\left(1-\frac{\bar{c} r}{\delta}\right) \mathcal{L}^{n}(\Omega) \int_{Y} f(y, 0) d y$ for every $h \in \mathbf{N}$.
We now observe that, by (12.3.15) it results

$$
\begin{equation*}
\left\|\frac{\delta}{\bar{c} r} \nabla u_{h}\right\|_{L^{\infty}(\Omega)} \leq \delta \text { for every } h \in \mathbf{N} \tag{12.3.19}
\end{equation*}
$$

and that, by using (12.0.1) and (11.2.4), $\tilde{f}_{\text {hom }}^{q}$ turns out to be bounded in $B_{\delta}(0)$. Consequently, by (12.3.18) and (12.3.19) it follows that

$$
\begin{equation*}
F^{\prime \prime}\left(\Omega, u_{h}\right) \leq\left(\frac{\max }{B_{\delta}(0)} \tilde{f}_{\mathrm{hom}}^{q}+\int_{Y} f(y, 0) d y\right) \mathcal{L}^{n}(\Omega) \tag{12.3.20}
\end{equation*}
$$

Finally (12.3.14), Proposition 3.3.2, (12.3.20), and (11.2.5) provide (12.3.12) with $r$ satisfying (12.3.17) and $c$ deduced by (12.3.20).

## §12.4 Representation on Linear Functions

Let $f$ be as in (12.0.1), $q \in[1,+\infty]$, and $F^{\prime}, F^{\prime \prime}$ be defined in (12.1.6). In this section we prove that, for every bounded open set $\Omega, F^{\prime}(\Omega, \cdot)=F^{\prime \prime}(\Omega, \cdot)$ on the class of the linear functions, and give a representation result for their common value.

Lemma 12.4.1. Let $f$ be as in (12.0.1), $q \in[1,+\infty], \tilde{f}_{\text {hom }}^{q}$ be defined in (12.1.1), and $F^{\prime \prime}$ in (12.1.6). Then

$$
\begin{equation*}
F^{\prime \prime}\left(\Omega, u_{z}\right) \leq \mathcal{L}^{n}(\Omega) \mathrm{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(z) \text { for every } \Omega \in \mathcal{A}_{0}, z \in \mathbf{R}^{n} \tag{12.4.1}
\end{equation*}
$$

Proof. Fix $\Omega \in \mathcal{A}_{0}$, and $z \in \mathbf{R}^{n}$.
In order to prove (12.4.1), we can assume that $\mathrm{sc}^{-} \tilde{f}_{\text {hom }}^{q}(z)<+\infty$. Then, for every $\varepsilon \in] 0,+\infty\left[\right.$, there exist $z_{\varepsilon} \in \mathbf{R}^{n}$ and $v_{\varepsilon} \in W_{\operatorname{per}}^{1, q}(Y) \cap$ $L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$ satisfying $z_{\varepsilon} \rightarrow z$ as $\varepsilon \rightarrow 0$, and

$$
\begin{equation*}
\mathrm{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(z)+2 \varepsilon \geq \tilde{f}_{\mathrm{hom}}^{q}\left(z_{\varepsilon}\right)+\varepsilon \geq \int_{Y} f\left(y, z_{\varepsilon}+\nabla v_{\varepsilon}\right) d y \tag{12.4.2}
\end{equation*}
$$

For every $\varepsilon \in] 0,+\infty\left[\right.$ let $\left\{v_{h}\right\} \subseteq W_{\mathrm{loc}}^{1, q}\left(\mathbf{R}^{n}\right) \cap L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right)$ be defined by $v_{h}=\frac{1}{h} v_{\varepsilon}(h \cdot)$. It is obvious that $v_{h} \rightarrow 0$ in $L^{\infty}(\Omega)$, consequently, because of (12.0.1) and (12.4.2), it results that

$$
\begin{gather*}
F^{\prime \prime}\left(\Omega, u_{z_{\varepsilon}}\right) \leq \limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(h x, z_{\varepsilon}+\nabla v_{h}\right) d x=  \tag{12.4.3}\\
=\mathcal{L}^{n}(\Omega) \int_{Y} f\left(y, z_{\varepsilon}+\nabla v_{\varepsilon}\right) d y \leq \mathcal{L}^{n}(\Omega)\left(\mathrm{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(z)+2 \varepsilon\right) \\
\text { for every } \varepsilon>0 .
\end{gather*}
$$

Inequality (12.4.1) now follows from Proposition 3.3.2 as $\varepsilon$ tends to $0^{+}$ in (12.4.3).

To prove the reverse inequality of (12.4.1) with $F^{\prime \prime}$ replaced by $F^{\prime}$, we need some technical lemmas.

Lemma 12.4.2. Let $f$ be as in (12.0.1), $q \in[1,+\infty]$, and $F^{\prime}$ be defined in (12.1.6). Assume that $f(\cdot, 0) \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$. Then

$$
\begin{aligned}
& F^{\prime}(\Omega, t u) \leq t F^{\prime}(\Omega, u)+(1-t) \mathcal{L}^{n}(\Omega) \int_{Y} f(y, 0) d y \\
& \quad \text { for every } \Omega \in \mathcal{A}_{0}, u \in L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right), t \in[0,1]
\end{aligned}
$$

Moreover similar inequalities hold for $F^{\prime \prime}, F_{-}^{\prime}, F_{-}^{\prime \prime}$ in place of $F^{\prime}$.
Proof. The proof follows trivially from (12.1.8), and the obvious inequality

$$
F^{\prime}(\Omega, 0) \leq \liminf _{h \rightarrow+\infty} \int_{\Omega} f(h x, 0) d x=\mathcal{L}^{n}(\Omega) \int_{Y} f(y, 0) d y
$$

Lemma 12.4.3. Let $f$ be as in (12.0.1), $q \in[1,+\infty]$, and $F^{\prime}$ be defined in (12.1.6). Then

$$
\frac{1}{r_{1}^{n}} F^{\prime}\left(x_{1}+r_{1} Y, u_{z}\right)=\frac{1}{r_{2}^{n}} F^{\prime}\left(x_{2}+r_{2} Y, u_{z}\right)
$$

$$
\text { for every } \left.x_{1}, x_{2} \in \mathbf{R}^{n}, r_{1}, r_{2} \in\right] 0,+\infty\left[, z \in \mathbf{R}^{n}\right.
$$

Proof. Let $\left.x_{1}, x_{2} \in \mathbf{R}^{n}, r_{1}, r_{2} \in\right] 0,+\infty\left[, z \in \mathbf{R}^{n}\right.$ be as above, and let $s_{1}<r_{1}, s_{2}>r_{2}$.

In addition, let $\left\{m_{h}\right\} \subseteq \mathbf{Z}^{n}$ be such that

$$
\begin{equation*}
\frac{\left(m_{h}\right)_{i}}{h} \geq\left(x_{1}\right)_{i} \text { for every } i \in\{1, \ldots, n\}, \quad \lim _{h \rightarrow+\infty} \frac{m_{h}}{h}=x_{1} \tag{12.4.4}
\end{equation*}
$$

let $\left\{k_{h}\right\} \subseteq \mathbf{N}$ satisfy

$$
\begin{equation*}
\frac{k_{h}}{h} \leq \frac{s_{1}}{s_{2}} \text { for every } h \in \mathbf{N}, \quad \lim _{h \rightarrow+\infty} \frac{k_{h}}{h}=\frac{s_{1}}{s_{2}} \tag{12.4.5}
\end{equation*}
$$

and let $\left\{n_{h}\right\} \subseteq \mathbf{Z}^{n}$ be such that

$$
\begin{equation*}
\frac{\left(n_{h}\right)_{i}}{k_{h}} \leq\left(x_{2}\right)_{i} \text { for every } i \in\{1, \ldots, n\}, \quad \lim _{h \rightarrow+\infty} \frac{n_{h}}{k_{h}}=x_{2} \tag{12.4.6}
\end{equation*}
$$

Let us prove that

$$
\begin{equation*}
\frac{1}{r_{1}^{n}} F^{\prime}\left(x_{1}+r_{1} Y, u_{z}\right) \geq \frac{1}{r_{2}^{n}} F^{\prime}\left(x_{2}+r_{2} Y, u_{z}\right) \tag{12.4.7}
\end{equation*}
$$

To do this we can assume that $\frac{1}{r_{1}^{n}} F^{\prime}\left(x_{1}+r_{1} Y, u_{z}\right)<+\infty$, so that there exists $\left\{u_{h}\right\} \subseteq W_{\mathrm{loc}}^{1, q}\left(\mathbf{R}^{n}\right) \cap L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right)$ with $u_{h} \rightarrow u_{z}$ in $L^{\infty}\left(x_{1}+r_{1} Y\right)$, and

$$
\begin{equation*}
F^{\prime}\left(x_{1}+r_{1} Y, u_{z}\right) \geq \liminf _{h \rightarrow+\infty} \int_{x_{1}+r_{1} Y} f\left(h x, \nabla u_{h}\right) d x \tag{12.4.8}
\end{equation*}
$$

By (12.4.8), and (12.4.4) we thus have that

$$
\begin{gather*}
F^{\prime}\left(x_{1}+r_{1} Y, u_{z}\right) \geq \liminf _{h \rightarrow+\infty} \int_{\frac{m_{h}}{h}+s_{1} Y} f\left(h x, \nabla u_{h}\right) d x=.  \tag{12.4.9}\\
=\liminf _{h \rightarrow+\infty} \int_{s_{1} Y} f\left(h x+m_{h}, \nabla u_{h}\left(x+\frac{m_{h}}{h}\right)\right) d x= \\
=\liminf _{h \rightarrow+\infty} \int_{s_{1} Y} f\left(h x, \nabla v_{h}\right) d x
\end{gather*}
$$

where $v_{h}=u_{h}\left(\cdot+\frac{m_{h}}{h}\right)$ obviously satisfies $v_{h} \rightarrow u_{z}+z \cdot x_{1}$ in $L^{\infty}\left(s_{1} Y\right)$.
We now observe that (12.4.5) yields

$$
\begin{align*}
& \int_{s_{1} Y} f\left(h x, \nabla v_{h}\right) d x \geq\left(\frac{k_{h}}{h}\right)^{n} \int_{\frac{h}{k_{h}} s_{1} Y} f\left(k_{h} y, \nabla v_{h}\left(\frac{k_{h}}{h} y\right)\right) d y \geq  \tag{12.4.10}\\
& \quad \geq\left(\frac{k_{h}}{h}\right)^{n} \int_{s_{2} Y} f\left(k_{h} y, \nabla w_{h}\right) d y \text { for every } h \in \mathbf{N}
\end{align*}
$$

where $w_{h}=\frac{h}{k_{h}} v_{h}\left(\frac{k_{h}}{h} \cdot\right)$ obviously satisfies $w_{h} \rightarrow u_{z}+\frac{s_{2}}{s_{1}} z \cdot x_{1}$ in $L^{\infty}\left(s_{2} Y\right)$.
Finally, by (12.4.6) we infer that

$$
\begin{gather*}
\liminf _{h \rightarrow+\infty} \int_{s_{2} Y} f\left(k_{h} y, \nabla w_{h}\right) d y=  \tag{12.4.11}\\
=\liminf _{h \rightarrow+\infty} \int_{s_{2} Y} f\left(k_{h}\left(y+\frac{n_{h}}{k_{h}}\right), \nabla w_{h}\right) d y= \\
=\liminf _{h \rightarrow+\infty} \int_{\frac{n_{h}}{k_{h}}+s_{2} Y} f\left(k_{h} y, \nabla w_{h}\left(y-\frac{n_{h}}{k_{h}}\right)\right) d y \geq
\end{gather*}
$$

$$
\geq \liminf _{h \rightarrow+\infty} \int_{x_{2}+r_{2} Y} f\left(k_{h} y, \nabla z_{h}\right) d y \geq F^{\prime}\left(x_{2}+r_{2} Y, u_{z}+\frac{s_{2}}{s_{1}} z \cdot x_{1}-z \cdot x_{2}\right)
$$

where $z_{h}=w_{h}\left(\cdot-\frac{n_{h}}{k_{h}}\right)$ satisfies $z_{h} \rightarrow u_{z}+\frac{s_{2}}{s_{1}} z \cdot x_{1}-z \cdot x_{2}$ in $L^{\infty}\left(x_{2}+r_{2} Y\right)$.
In conclusion, by $(12.4 .9) \div(12.4 .11)$, and (12.4.5) we deduce that

$$
\begin{aligned}
F^{\prime}\left(x_{1}+r_{1} Y, u_{z}\right) \geq & \left(\frac{s_{1}}{s_{2}}\right)^{n} F^{\prime}\left(x_{2}+r_{2} Y, u_{z}+\frac{s_{2}}{s_{1}} z \cdot x_{1}-z \cdot x_{2}\right)= \\
& =\left(\frac{s_{1}}{s_{2}}\right)^{n} F^{\prime}\left(x_{2}+r_{2} Y, u_{z}\right)
\end{aligned}
$$

from which inequality (12.4.7) follows as $s_{1} \rightarrow r_{1}^{-}$, and $s_{2} \rightarrow r_{2}^{-}$.
By exchanging the roles of $x_{1}$ and $x_{2}$, and of $r_{1}$ and $r_{2}$ in (12.4.7), the proof follows.

Lemma 12.4.4. Let $f$ be as in (12.0.1), $q \in[1,+\infty]$, and $\tilde{f}_{\text {hom }}^{q}$ be defined in (12.1.1). Then

$$
\begin{gathered}
\tilde{f}_{\text {hom }}^{q}(z)=\inf \left\{\int_{Y} f(h x, z+\nabla v) d x: v \in W_{\mathrm{per}}^{1, q}(Y) \cap L^{\infty}(Y)\right\} \\
\text { for every } z \in \mathbf{R}^{n}, h \in \mathbf{N}
\end{gathered}
$$

Proof. Let $z \in \mathbf{R}^{n}$, and $h \in \mathbf{N}$.
Let us first prove that

$$
\begin{equation*}
\tilde{f}_{\text {hom }}^{q}(z) \leq \inf \left\{\int_{Y} f(h x, z+\nabla v) d x: v \in W_{\text {per }}^{1, q}(Y) \cap L^{\infty}(Y)\right\} \tag{12.4.12}
\end{equation*}
$$

Let $v \in W_{\mathrm{per}}^{1, q}(Y) \cap L^{\infty}(Y)$, and define $v_{h}$ as

$$
v_{h}\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{h^{n}} \sum_{i_{1}, \ldots, i_{n}=0}^{h-1} v\left(x_{1}+\frac{i_{1}}{h}, \ldots, x_{n}+\frac{i_{n}}{h}\right)
$$

Then $v_{h} \in W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right) \cap L^{\infty}(Y)$, and is $\frac{1}{h} Y$-periodic.
Then, by using the convexity and periodicity properties of $f$, by performing the change of variables $y=x+\frac{\left(i_{1}, \ldots, i_{n}\right)}{h}$, and by exploiting the $Y$-periodicity of $v$, we have that

$$
\begin{equation*}
\int_{Y} f\left(h x, z+\nabla v_{h}\right) d x \leq \tag{12.4.13}
\end{equation*}
$$

$$
\begin{aligned}
& \leq \frac{1}{h^{n}} \sum_{i_{1}, \ldots, i_{n}=0}^{h-1} \int_{Y} f\left(h x, z+\nabla v\left(x+\frac{\left(i_{1}, \ldots, i_{n}\right)}{h}\right)\right) d x= \\
= & \frac{1}{h^{n}} \sum_{i_{1}, \ldots, i_{n}=0}^{h-1} \int_{\frac{\left(i_{1}, \ldots, i_{n}\right)}{h}+Y} f\left(h x-\left(i_{1}, \ldots, i_{n}\right), z+\nabla v(x)\right) d x= \\
= & \frac{1}{h^{n}} \sum_{i_{1}, \ldots, i_{n}=0}^{h-1} \int_{\frac{\left(i_{1}, \ldots, i_{n}\right)}{h}+Y} f(h x, z+\nabla v(x)) d x= \\
= & \frac{1}{h^{n}} \sum_{i_{1}, \ldots, i_{n}=0}^{h-1} \int_{Y} f(h x, z+\nabla v(x)) d x=\int_{Y} f(h x, z+\nabla v) d x .
\end{aligned}
$$

We now observe that $O_{1 / h} v_{h}$ is actually $Y$-periodic, therefore, by the $\frac{1}{h} Y$-periodicity of $v_{h}$, and the $Y$-periodicity properties of $f$, we conclude that

$$
\begin{equation*}
\tilde{f}_{\text {hom }}^{q}(z) \leq \int_{Y} f\left(y, z+\nabla\left(O_{1 / h} v_{h}\right)\right) d y= \tag{12.4.14}
\end{equation*}
$$

$$
\begin{aligned}
& =\int_{Y} f\left(y, z+\nabla_{x} v_{h}\left(\frac{y}{h}\right)\right) d y=h^{n} \int_{\frac{1}{h} Y} f\left(h x, z+\nabla v_{h}(x)\right) d x= \\
& =\sum_{i_{1}, \ldots, i_{n}=0}^{h-1} \int_{\frac{1}{h} Y} f\left(h x-\left(i_{1}, \ldots, i_{n}\right), z+\nabla v_{h}(x)\right) d x= \\
& =\sum_{i_{1}, \ldots, i_{n}=0}^{h-1} \int_{\frac{\left(i_{1}, \ldots, i_{n}\right)}{h}+\frac{1}{h} Y} f\left(h x, z+\nabla v_{h}\left(x+\frac{\left(i_{1}, \ldots, i_{n}\right)}{h}\right)\right) d x= \\
& =\sum_{i_{1}, \ldots, i_{n}=0}^{h-1} \int_{\frac{\left(i_{1}, \ldots, i_{n}\right)}{h}+\frac{1}{h} Y} f\left(h x, z+\nabla v_{h}(x)\right) d x=\int_{Y} f\left(h x, z+\nabla v_{h}\right) d x .
\end{aligned}
$$

In conclusion, by (12.4.14), and (12.4.13), we deduce (12.4.12). We now prove that
(12.4.15) $\inf \left\{\int_{Y} f(h x, z+\nabla v) d x: v \in W_{\text {per }}^{1, q}(Y) \cap L^{\infty}(Y)\right\} \leq \tilde{f}_{\text {hom }}^{q}(z)$.

Let $v \in W_{\text {per }}^{1, q}(Y) \cap L^{\infty}(Y)$. Then $O_{1 / h} v$ is $Y$-periodic, and the periodicity properties of $f$ provide that

$$
\begin{gathered}
\inf \left\{\int_{Y} f(h x, z+\nabla v) d x: v \in W_{\text {per }}^{1, q}(Y) \cap L^{\infty}(Y)\right\} \leq \\
\leq \int_{Y} f\left(h x, z+\nabla_{x}\left(O_{1 / h} v\right)(x)\right) d x=\int_{Y} f\left(h x, z+\nabla_{y} v(h x)\right) d x= \\
=\frac{1}{h^{n}} \int_{h Y} f\left(y, z+\nabla_{y} v(y)\right) d y= \\
=\frac{1}{h^{n}} \sum_{i_{1}, \ldots, i_{n}=0}^{h-1} \int_{\left(i_{1}, \ldots, i_{n}\right)+Y} f\left(y, z+\nabla_{y} v(y)\right) d y= \\
=\frac{1}{h^{n}} \sum_{i_{1}, \ldots, i_{n}=0}^{h-1} \int_{Y} f\left(y-\left(i_{1}, \ldots, i_{n}\right), z+\nabla_{y} v\left(y-\left(i_{1}, \ldots, i_{n}\right)\right)\right) d y= \\
=\int_{Y} f(y, z+\nabla v) d y
\end{gathered}
$$

from which (12.4.15) follows.
By (12.4.12) and (12.4.15) the proof follows.
Lemma 12.4.5. Let $f$ be as in (12.0.1), $z_{0}=0, q \in[1,+\infty], \widetilde{C}^{q}(0)$ and $\tilde{f}_{\text {hom }}^{q}$ be defined in (11.2.2) and (12.1.1) respectively, and $F^{\prime}$ in (12.1.6).

Assume that (11.2.3) holds. Let $z \in \mathbf{R}^{n}$ be such that $F^{\prime}(]-1,2\left[{ }^{n}, u_{z}\right)<$ $+\infty$. Then

$$
\tilde{f}_{\mathrm{hom}}^{q}(t z)<+\infty \text { for every } t \in[0,1[.
$$

Proof. By the above assumptions there exist $\left\{v_{h}\right\} \subseteq W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right) \cap L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$ and $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing such that $v_{h} \rightarrow u_{z}$ in $L^{\infty}(]-1,2\left[{ }^{n}\right)$, and

$$
\begin{equation*}
\int_{]-1,2[n} f\left(h_{k} x, \nabla v_{h_{k}}\right) d x<+\infty \text { for every } k \in \mathbf{N} . \tag{12.4.16}
\end{equation*}
$$

Since (11.2.3) with $z_{0}=0$ implies (11.1.3), for a fixed $\left.\eta \in\right] 0,1[$, let $\left\{\psi_{h}\right\}$ be given by Lemma 11.1.1 applied to $r_{h}=h$ for every $\left.h \in \mathbf{N},\right]-\eta, 1+$ $\eta\left[^{n}\right.$ and $K=[0,1]^{n}$. Because of (11.1.7) and (11.1.8) of Lemma 11.1.1, it then results that for a.e. $x \in \mathbf{R}^{n}$ and every $h \in \mathbf{N}$ the sum $\sum_{i \in Z^{n}} \psi_{h}(x+i)$ is actually extended only to a finite set of indices $i$, and that

$$
\begin{equation*}
\sum_{i \in Z^{n}} \psi_{h}(x+i) \geq 1 \text { for a.e. } x \in \mathbf{R}^{n}, \text { and every } h \in \mathbf{N} . \tag{12.4.17}
\end{equation*}
$$

For every $h \in \mathbf{N}$ let $\tilde{\psi}_{h}$ be defined by

$$
\tilde{\psi}_{h}(x)=\frac{\psi_{h}(x)}{\sum_{j \in Z^{n}} \psi_{h}(x+j)} \text { for a.e. } x \in \mathbf{R}^{n} .
$$

Then, for every $h \in \mathbf{N}, \tilde{\psi}_{h} \in W^{1, q}\left(\mathbf{R}^{n}\right) \cap L^{\infty}\left(\mathbf{R}^{n}\right)$, $\tilde{\psi}_{h}=0$ a.e. in $\mathbf{R}^{n} \backslash$ $]-\eta, 1+\eta\left[{ }^{n}\right.$, and $0 \leq \tilde{\psi}_{h} \leq 1$ a.e. in $\mathbf{R}^{n}$. Moreover,

$$
\begin{gather*}
\sum_{i \in Z^{n}} \tilde{\psi}_{h}(x+i)=\sum_{i \in Z^{n}} \frac{\psi_{h}(x+i)}{\sum_{j \in Z^{n}} \psi_{h}(x+j+i)}=  \tag{12.4.18}\\
=\sum_{i \in Z^{n}} \frac{\psi_{h}(x+i)}{\sum_{j \in Z^{n}} \psi_{h}(x+j)}=1 \text { for a.e. } x \in \mathbf{R}^{n} \text {, and every } h \in \mathbf{N} .
\end{gather*}
$$

Let now $\left\{u_{h}\right\}$ be the sequence of functions defined by

$$
u_{h}(x)=u_{z}(x)+\sum_{i \in Z^{n}}\left(v_{h}(x+i)-u_{z}(x+i)\right) \tilde{\psi}_{h}(x+i)
$$

$$
\text { for a.e. } x \in \mathbf{R}^{n} \text {, and every } h \in \mathbf{N} \text {. }
$$

Then, by using the properties of $\left\{\tilde{\psi}_{h}\right\}$, it is easy to verify that, for every $h \in \mathbf{N}$, the above sums are extended only to a finite set of indices $i$, and, consequently, that $u_{h} \in W_{\mathrm{loc}}^{1, q}\left(\mathbf{R}^{n}\right) \cap L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$. Furthermore it also results that

$$
\begin{equation*}
\left(u_{h}-u_{z}\right) \in W_{\operatorname{per}}^{1, q}(Y) \cap L^{\infty}(Y) \text { for every } h \in \mathbf{N} . \tag{12.4.19}
\end{equation*}
$$

In fact

$$
\begin{gathered}
\left(u_{h}-u_{z}\right)\left(x+\mathbf{e}_{j}\right)=\sum_{i \in Z^{n}}\left(v_{h}\left(x+\mathbf{e}_{j}+i\right)-u_{z}\left(x+\mathbf{e}_{j}+i\right)\right) \tilde{\psi}_{h}\left(x+\mathbf{e}_{j}+i\right)= \\
=\sum_{i \in Z^{n}}\left(v_{h}(x+i)-u_{z}(x+i)\right) \tilde{\psi}_{h}(x+i)=\left(u_{h}-u_{z}\right)(x) \\
\text { for a.e. } x \in \mathbf{R}^{n}, \text { and } j \in\{1, \ldots, n\} .
\end{gathered}
$$

Let now $t \in\left[0,1\left[\right.\right.$. Let us prove that there exists $k_{t} \in \mathbf{N}$ such that

$$
\begin{equation*}
\int_{Y} f\left(h_{k_{t}} x, t z+t \nabla\left(u_{h_{k_{t}}}-u_{z}\right)\right) d x<+\infty \tag{12.4.20}
\end{equation*}
$$

In fact, because of (12.4.18) and of the convexity properties of $f$, it results that

$$
\begin{equation*}
\int_{Y} f\left(h_{k} x, t z+t \nabla\left(u_{h_{k}}-u_{z}\right)\right) d x= \tag{12.4.21}
\end{equation*}
$$

$$
=\int_{Y} f\left(h_{k} x, t z+t \sum_{i \in Z^{n}} \tilde{\psi}_{h_{k}}(x+i) \nabla\left(v_{h_{k}}-u_{z}\right)(x+i)+\right.
$$

$$
\left.+t \sum_{i \in Z^{n}}\left(v_{h_{k}}-u_{z}\right)(x+i) \nabla \tilde{\psi}_{h_{k}}(x+i)\right) d x=
$$

$$
=\int_{Y} f\left(h_{k} x, t \sum_{i \in Z^{n}} \tilde{\psi}_{h_{k}}(x+i) \nabla v_{h_{k}}(x+i)+\right.
$$

$$
\left.+t \sum_{i \in Z^{n}}\left(v_{h_{k}}-u_{z}\right)(x+i) \nabla \tilde{\psi}_{h_{k}}(x+i)\right) d x \leq
$$

$$
\leq t \int_{Y} f\left(h_{k} x, \sum_{i \in Z^{n}} \tilde{\psi}_{h_{k}}(x+i) \nabla v_{h_{k}}(x+i)\right) d x+
$$

$$
+(1-t) \int_{Y} f\left(h_{k} x, \frac{t}{1-t} \sum_{i \in Z^{n}}\left(v_{h_{k}}-u_{z}\right)(x+i) \nabla \tilde{\psi}_{h_{k}}(x+i)\right) d x
$$

for every $k \in \mathbf{N}$.
To estimate the last two integrals in (12.4.21) set $I=\left\{i \in Z^{n}\right.$ : $(Y+i) \cap]-\eta, 1+\eta\left[^{n} \neq \emptyset\right\}$. Then $I$ has $3^{n}$ elements,

$$
\begin{equation*}
\mathcal{L}^{n}(]-1,2\left[{ }^{n} \backslash \cup_{i \in I}(Y+i)\right)=0 \tag{12.4.22}
\end{equation*}
$$

and, because of (12.4.18),

$$
\begin{equation*}
\sum_{i \in I} \tilde{\psi}_{h}(x+i)=1 \text { for a.e. } x \in Y \text {, and every } h \in \mathbf{N} \text {. } \tag{12.4.23}
\end{equation*}
$$

The convexity and periodicity properties of $f$, (12.4.23), (12.4.22), and (12.4.16) provide the finiteness of the first integral in the last term of (12.4.21). In fact

$$
\begin{gather*}
\int_{Y} f\left(h_{k} x, \sum_{i \in Z^{n}} \tilde{\psi}_{h_{k}}(x+i) \nabla v_{h_{k}}(x+i)\right) d x=  \tag{12.4.24}\\
=\int_{Y} f\left(h_{k} x, \sum_{i \in I} \tilde{\psi}_{h_{k}}(x+i) \nabla v_{h_{k}}(x+i)\right) d x \leq \\
\leq \sum_{i \in I} \int_{Y} \tilde{\psi}_{h_{k}}(x+i) f\left(h_{k} x, \nabla v_{h_{k}}(x+i)\right) d x \leq \\
\leq \sum_{i \in I} \int_{Y+i} f\left(h_{k}(y-i), \nabla v_{h_{k}}(y)\right) d y=\sum_{i \in I} \int_{Y+i} f\left(h_{k} y, \nabla v_{h_{k}}\right) d y= \\
=\int_{]-1,2[n} f\left(h_{k} y, \nabla v_{h_{k}}\right) d y<+\infty \\
\text { for every } k \in \mathbf{N} .
\end{gather*}
$$

In order to treat the last integral in (12.4.21), for a.e. $x \in Y$, every $k \in \mathbf{N}$, and $i \in I$ let us set $\lambda_{k}^{(i)}(x)=\frac{1}{2 \sum_{j \in Z^{n}} \psi_{h_{k}}(x+i+j)}, \mu_{k}^{(i)}(x)=$ $\frac{\psi_{h_{k}}(x+i)}{2\left(\sum_{j \in Z^{n}} \psi_{h_{k}}(x+i+j)\right)^{2}}$, and observe that, by (12.4.17), it results $0 \leq \lambda_{k}^{(i)}(x)$ $\leq \frac{1}{2}, 0 \leq \mu_{k}^{(i)}(x) \leq \frac{1}{2}$ for a.e. $x \in Y$, every $k \in \mathbf{N}$ and $i \in I$. Then the convexity properties of $f$ provide that

$$
\begin{equation*}
\int_{Y} f\left(h_{k} x, \frac{t}{1-t} \sum_{i \in Z^{n}}\left(v_{h_{k}}-u_{z}\right)(x+i) \nabla \tilde{\psi}_{h_{k}}(x+i)\right) d x= \tag{12.4.25}
\end{equation*}
$$

$$
=\int_{Y} f\left(h_{k} x, 3^{n} \frac{t}{1-t} \sum_{i \in I} \frac{1}{3^{n}}\left(v_{h_{k}}-u_{z}\right)(x+i) \nabla \tilde{\psi}_{h_{k}}(x+i)\right) d x \leq
$$

$$
\leq \sum_{i \in I} \frac{1}{3^{n}} \int_{Y} f\left(h_{k} x, 3^{n} \frac{t}{1-t}\left(v_{h_{k}}-u_{z}\right)(x+i) \nabla \tilde{\psi}_{h_{k}}(x+i)\right) d x \leq
$$

$\leq \sum_{i \in I} \int_{Y} f\left(h_{k} x, 3^{n} \frac{t}{1-t}\left(2 \lambda_{k}^{(i)}(x)\left(v_{h_{k}}-u_{z}\right)(x+i) \nabla \psi_{h_{k}}(x+i)-\right.\right.$

$$
\begin{gathered}
\left.\left.2 \mu_{k}^{(i)}(x)\left(v_{h_{k}}-u_{z}\right)(x+i) \sum_{j \in Z^{n}} \nabla \psi_{h_{k}}(x+i+j)+\left(1-\lambda_{k}^{(i)}(x)-\mu_{k}^{(i)}(x)\right) 0\right)\right) d x \leq \\
\leq \sum_{i \in I} \int_{Y} f\left(h_{k} x, 3^{n} 2 \frac{t}{1-t}\left(v_{h_{k}}-u_{z}\right)(x+i) \nabla \psi_{h_{k}}(x+i)\right) d x+ \\
+\sum_{i \in I} \int_{Y} f\left(h_{k} x,-3^{n} 2 \frac{t}{1-t}\left(v_{h_{k}}-u_{z}\right)(x+i) \sum_{j \in Z^{n}} \nabla \psi_{h_{k}}(x+i+j)\right) d x+ \\
+3^{n} \int_{Y} f\left(h_{k} x, 0\right) d x \text { for every } k \in \mathbf{N} .
\end{gathered}
$$

Consider now the first term in the last sum of (12.4.25).
Fix $i \in I$. Then the periodicity properties of $f$ provide that

Since $Y+i \subseteq]-1,2\left[{ }^{n}\right.$, and $v_{h} \rightarrow u_{z}$ in $L^{\infty}(]-1,2\left[{ }^{n}\right)$, it results that there exists $k_{\eta, t} \in \mathbf{N}$ such that

$$
\begin{equation*}
\left.3^{n} 2 \frac{t}{1-t}\left(v_{h_{k}}-u_{z}\right)(y) \in\right]-\frac{\delta \eta}{64 n 3^{n} \sqrt{n}}, \frac{\delta \eta}{64 n 3^{n} \sqrt{n}}[ \tag{12.4.27}
\end{equation*}
$$

for a.e. $y \in Y+i$ and every $k \geq k_{\eta, t}$,
where $\delta$ is given by (11.2.4). Consequently, an argument similar to the one utilized to get (12.2.7), together with (11.1.10) of Lemma 11.1.1, yields

$$
\begin{equation*}
\int_{Y+i} f\left(h_{k} y, 3^{n} 2 \frac{t}{1-t}\left(v_{h_{k}}-u_{z}\right) \nabla \psi_{h_{k}}\right) d y \leq \tag{12.4.28}
\end{equation*}
$$

$$
\leq \int_{Y+i} f^{(0)}\left(h_{k} y, \frac{\delta \eta}{64 n 3^{n} \sqrt{n}} \nabla \psi_{h_{k}}\right) d y<+\infty \text { for every } k \geq k_{\eta, t}
$$

where $f^{(0)}$ is defined by (11.2.1).
By combining (12.4.26) with (12.4.28), the finiteness of the first term in the last sum of (12.4.25) is obtained, i.e.
(12.4.29)

$$
\sum_{i \in I} \int_{Y} f\left(h_{k} x, 3^{n} 2 \frac{t}{1-t}\left(v_{h_{k}}(x+i)-u_{z}(x+i)\right)\right.
$$

$$
\begin{align*}
& \int_{Y} f\left(h_{k} x, 3^{n} 2 \frac{t}{1-t}\left(v_{h_{k}}-u_{z}\right)(x+i) \nabla \psi_{h_{k}}(x+i)\right) d x=  \tag{12.4.26}\\
& =\int_{Y+i} f\left(h_{k}(y-i), 3^{n} 2 \frac{t}{1-t}\left(v_{h_{k}}-u_{z}\right)(y) \nabla \psi_{h_{k}}(y)\right) d y= \\
& =\int_{Y+i} f\left(h_{k} y, 3^{n} 2 \frac{t}{1-t}\left(v_{h_{k}}-u_{z}\right) \nabla \psi_{h_{k}}\right) d y \text { for every } k \in \mathbf{N} \text {. }
\end{align*}
$$

$$
\left.\nabla \psi_{h_{k}}(x+i)\right) d x<+\infty \text { for every } k \geq k_{\eta, t} .
$$

Consider, now, the second term in the last sum of (12.4.25).
Fix $i \in I$. Then the periodicity properties of $f$ provide that

$$
\begin{align*}
& \text { 2.4.30) } \int_{Y} f\left(h_{k} x,-3^{n} 2 \frac{t}{1-t}\left(v_{h_{k}}-u_{z}\right)(x+i) \sum_{j \in Z^{n}} \nabla \psi_{h_{k}}(x+i+j)\right) d x=  \tag{12.4.30}\\
& =\int_{Y+i} f\left(h_{k}(y-i),-3^{n} 2 \frac{t}{1-t}\left(v_{h_{k}}-u_{z}\right)(y) \sum_{j \in Z^{n}} \nabla \psi_{h_{k}}(y+j)\right) d y= \\
& =\int_{Y+i} f\left(h_{k} y,-3^{n} 2 \frac{t}{1-t}\left(v_{h_{k}}-u_{z}\right)(y) \sum_{j \in Z^{n}} \nabla \psi_{h_{k}}(y+j)\right) d y
\end{align*}
$$

## for every $k \in \mathbf{N}$.

Let $J_{i}=\left\{j \in \mathbf{Z}^{n}:(Y+i) \cap\right]-\eta-j, 1+\eta-j\left[^{n} \neq \emptyset\right\}$. It is obvious that $J_{i}$ has $3^{n}$ elements. Consequently, (12.4.30) and the convexity properties of $f$ imply that

$$
\begin{align*}
& \text { 2.4.31) } \int_{Y} f\left(h_{k} x,-3^{n} 2 \frac{t}{1-t}\left(v_{h_{k}}-u_{z}\right)(x+i) \sum_{j \in Z^{n}} \nabla \psi_{h_{k}}(x+i+j)\right) d x=  \tag{12.4.31}\\
& =\int_{Y+i} f\left(h_{k} y,-3^{n} 2 \frac{t}{1-t}\left(v_{h_{k}}-u_{z}\right)(y) 3^{n} \sum_{j \in J_{i}} \frac{1}{3^{n}} \nabla \psi_{h_{k}}(y+j)\right) d y \leq \\
& \quad \leq \sum_{j \in J_{i}} \int_{Y+i} f\left(h_{k} y,-9^{n} 2 \frac{t}{1-t}\left(v_{h_{k}}-u_{z}\right)(y) \nabla \psi_{h_{k}}(y+j)\right) d y
\end{align*}
$$

## for every $k \in \mathbf{N}$.

By arguing as in (12.4.27) and (12.4.28), by using also the periodicity properties of $f$, and (11.1.10) of Lemma 11.1.1, it follows that

$$
\begin{align*}
& \sum_{j \in J_{i}} \int_{Y+i} f\left(h_{k} y,-9^{n} 2 \frac{t}{1-t}\left(v_{h_{k}}-u_{z}\right) \nabla \psi_{h_{k}}(y+j)\right) d y \leq  \tag{12.4.32}\\
\leq & \sum_{j \in J_{i}} \int_{Y+i} f^{(0)}\left(h_{k} y, \frac{\delta \eta}{64 n 3^{n} \sqrt{n}} \nabla \psi_{h_{k}}(y+j)\right) d y= \\
= & \sum_{j \in J_{i}} \int_{Y+i+j} f^{(0)}\left(h_{k}(y-j), \frac{\delta \eta}{64 n 3^{n} \sqrt{n}} \nabla \psi_{h_{k}}(y)\right) d y=
\end{align*}
$$

$$
=\sum_{j \in J_{i}} \int_{Y+i+j} f^{(0)}\left(h_{k} y, \frac{\delta \eta}{64 n 3^{n} \sqrt{n}} \nabla \psi_{h_{k}}\right) d y<+\infty
$$

for every $k$ sufficiently large.
In conclusion, by combining (12.4.31) with (12.4.32), we obtain that

$$
\begin{align*}
\sum_{i \in I} & \int_{Y} f\left(h_{k} x,-3^{n} 2 \frac{t}{1-t}\left(v_{h_{k}}-u_{z}\right)(x+i)\right.  \tag{12.4.33}\\
& \left.\sum_{j \in Z^{n}} \nabla \psi_{h_{k}}(x+i+j)\right) d x<+\infty \text { for every } k \text { sufficiently large. }
\end{align*}
$$

Inequality (12.4.20) now follows by combining (12.4.21) with (12.4.24), (12.4.25), (12.4.29), and (12.4.33).

Finally Lemma $12.4 .4,(12.4 .19)$, and (12.4.20) provide the lemma.
We now prove the reverse inequality of (12.4.1) with $F^{\prime \prime}$ replaced by $F^{\prime}$.
Proposition 12.4.6. Let $f$ be as in (12.0.1), $z_{0}=0, q \in[1,+\infty], \widetilde{C}^{q}(0)$ and $\tilde{f}_{\text {hom }}^{q}$ be defined in (11.2.2) and (12.1.1) respectively, and $F^{\prime}$ in (12.1.6). Assume that (11.2.3) holds. Then
(12.4.34) $\quad \mathcal{L}^{n}(\Omega) \mathrm{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(z) \leq F^{\prime}\left(\Omega, u_{z}\right)$ for every $\Omega \in \mathcal{A}_{0}, z \in \mathbf{R}^{n}$.

Proof. Fix $z \in \mathbf{R}^{n}$. Let us first consider the case $\Omega=Y$.
Clearly we can assume that

$$
\begin{equation*}
F^{\prime}\left(Y, u_{z}\right)<+\infty \tag{12.4.35}
\end{equation*}
$$

Consequently Lemma 12.4.3 yields

$$
\begin{equation*}
F^{\prime}(]-1,2\left[{ }^{n}, u_{z}\right)<+\infty \tag{12.4.36}
\end{equation*}
$$

Fix $t \in] 0,1\left[\right.$. Then (12.4.36) and Lemma 12.4.5 provide that $\tilde{f}_{\text {hom }}^{q}(t z)$ $<+\infty$, whence there exists $v \in W_{\mathrm{per}}^{1, q}(Y) \cap L^{\infty}(Y)$ such that $\int_{Y} f(y, t z+$ $\nabla v) d y<+\infty$.

For every $h \in \mathbf{N}$ let us set $v_{h}=\frac{1}{h} v(h \cdot)$. Then $v_{h} \in W_{\text {per }}^{1, q}(Y) \cap L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$ for every $h \in \mathbf{N}$, and $v_{h} \rightarrow 0$ in $L^{\infty}(Y)$.

On the other hand, (11.2.5), (12.4.35), and Lemma 12.4.2 provide that $F^{\prime}\left(Y, t u_{z}\right)<+\infty$. Hence, there exist $\left\{u_{h}\right\} \subseteq W_{\mathrm{loc}}^{1, q}\left(\mathbf{R}^{n}\right) \cap L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right)$ and $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing such that $u_{h} \rightarrow t u_{z}$ in $L^{\infty}(Y)$ and

$$
\begin{equation*}
F^{\prime}\left(Y, t u_{z}\right)=\lim _{k \rightarrow+\infty} \int_{Y} f\left(h_{k} x, \nabla u_{h_{k}}\right) d x \tag{12.4.37}
\end{equation*}
$$

Let now $\Omega^{\prime}, \Omega^{\prime \prime}$ be open sets such that $\Omega^{\prime} \subset \subset \Omega^{\prime \prime} \subset \subset Y,\left\{\psi_{h}\right\}$ be given by Lemma 11.1.1 applied to $r_{h}=h$ for every $h \in \mathbf{N}, \Omega^{\prime \prime}$ and $K=\overline{\Omega^{\prime}}$, and, for every $k \in \mathbf{N}$, let $\left.w_{k} \in W_{\mathrm{loc}}^{1, q}\left(\mathbf{R}^{n}\right) Y\right) \cap L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right)$ defined by $w_{k}=$ $\psi_{h_{k}} u_{h_{k}}+\left(1-\psi_{h_{k}}\right)\left(v_{h_{k}}+t u_{z}\right)$.

It is obvious that $w_{k}-t u_{z} \in W_{\text {per }}^{1, q}(Y) \cap L^{\infty}(Y)$ for every $k \in \mathbf{N}$, and $w_{k} \rightarrow t u_{z}$ in $L^{\infty}(Y)$. Consequently, because of Lemma 12.4.4, and of the convexity properties of $f$ it results that

$$
\begin{gather*}
\tilde{f}_{\text {hom }}^{q}\left(t^{2} z\right)=  \tag{12.4.38}\\
=\inf \left\{\int_{Y} f\left(h_{k} x, t^{2} z+\nabla v\right) d x: v \in W_{\text {per }}^{1, q}(Y) \cap L^{\infty}(Y)\right\} \leq \\
\leq \int_{Y} f\left(h_{k} x, t^{2} z+\nabla\left(t\left(w_{k}-t u_{z}\right)\right)\right) d x=\int_{Y} f\left(h_{k} x, t \nabla w_{k}\right) d x \leq \\
\leq t \int_{Y} f\left(h_{k} x, \psi_{h_{k}} \nabla u_{h_{k}}+\left(1-\psi_{h_{k}}\right)\left(\nabla v_{h_{k}}+t z\right)\right) d x+ \\
+(1-t) \int_{Y} f\left(h_{k} x, \frac{t}{1-t}\left(u_{h_{k}}-v_{h_{k}}-t u_{z}\right) \nabla \psi_{h_{k}}\right) d x \leq \\
\leq t \int_{Y} f\left(h_{k} x, \nabla u_{h_{k}}\right) d x+t \int_{Y \backslash \overline{\Omega^{\prime}}} f\left(h_{k} x, \nabla v\left(h_{k} x\right)+t z\right) d x+ \\
\quad+(1-t) \int_{Y} f\left(h_{k} x, \frac{t}{1-t}\left(u_{h_{k}}-v_{h_{k}}-t u_{z}\right) \nabla \psi_{h_{k}}\right) d x \\
\text { for every } k \in \mathbf{N} .
\end{gather*}
$$

On the other hand, it turns out that $u_{h_{k}}-v_{h_{k}}-t u_{z} \rightarrow 0$ in $L^{\infty}(Y)$. Consequently, by an argument similar to the one used to get (12.2.7), there exists $k_{t} \in \mathbf{N}$ such that, for every $k>k_{t}$,

$$
\begin{align*}
& \int_{Y} f\left(h_{k} x, \frac{t}{1-t}\left(u_{h_{k}}-v_{h_{k}}-t u_{z}\right) \nabla \psi_{h_{k}}\right) d x \leq  \tag{12.4.39}\\
\leq & \int_{Y} f^{(0)}\left(h_{k} x, \frac{\delta \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega^{\prime \prime}\right)}{64 n 3^{n} \sqrt{n}} \nabla \psi_{h_{k}}\right) d x
\end{align*}
$$

where $f^{(0)}$ is defined by (11.2.1).
Then (11.1.10) of Lemma 11.1.1 and (12.4.39) provide that

$$
\begin{gather*}
\limsup _{k \rightarrow+\infty} \int_{Y} f\left(h_{k} x, \frac{t}{1-t}\left(u_{h_{k}}-v_{h_{k}}-t u_{z}\right) \nabla \psi_{h_{k}}\right) d x \leq  \tag{12.4.40}\\
\leq c_{f} \mathcal{L}^{n}(Y)=c_{f}
\end{gather*}
$$

where $c_{f}$ is defined in Remark 11.1.2.

By passing to the limit in (12.4.38) as $k$ tends to infinity, (12.4.37) and (12.4.40) provide that

$$
\tilde{f}_{\mathrm{hom}}^{q}\left(t^{2} z\right) \leq F^{\prime}\left(Y, t u_{z}\right)+\mathcal{L}^{n}\left(Y \backslash \Omega^{\prime}\right) \int_{Y} f(y, \nabla v+t z) d y+(1-t) c_{f},
$$

from which, by using also Lemma 12.4.2, it follows that

$$
\begin{equation*}
\tilde{f}_{\text {hom }}^{q}\left(t^{2} z\right) \leq \tag{12.4.41}
\end{equation*}
$$

$\leq F^{\prime}\left(Y, u_{z}\right)+(1-t) \int_{Y} f(y, 0) d y+\mathcal{L}^{n}\left(Y \backslash \Omega^{\prime}\right) \int_{Y} f(y, \nabla v+t z) d y+(1-t) c_{f}$.
Inequality (12.4.41) holds for all $t \in\left[0,1\left[\right.\right.$ and $\Omega^{\prime} \subset \subset Y$. Therefore, as $\Omega^{\prime}$ increases to $Y$, and $t$ converges to $1^{-}$in (12.4.41), by (11.2.4) it results that

$$
\begin{equation*}
\operatorname{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(z) \leq \liminf _{t \rightarrow 1^{-}} \tilde{f}_{\mathrm{hom}}^{q}\left(t^{2} z\right) \leq F^{\prime}\left(Y, u_{z}\right) . \tag{12.4.42}
\end{equation*}
$$

Consider now the general case in which $\Omega$ is a bounded open set.
For every $k \in \mathbf{N}$ let $Q_{1}^{k}, \ldots, Q_{m_{k}}^{k}, B_{1}^{k}, \ldots, B_{m_{k}}^{k}$ be cubes with faces parallel to the coordinate planes such that $Q_{i}^{k} \cap Q_{j}^{k}=\emptyset$ if $i \neq j, \cup_{j=1}^{m_{k}} Q_{j}^{k} \subseteq$ $\Omega, B_{j}^{k} \subset \subset Q_{j}^{k}$ for every $j \in\left\{1, \ldots, m_{k}\right\}$, and

$$
\begin{align*}
& \mathcal{L}^{n}\left(\Omega \backslash \cup_{j=1}^{m_{k}} Q_{j}^{k}\right)<\frac{1}{k}, \mathcal{L}^{n}\left(Q_{j}^{k} \backslash B_{j}^{k}\right)<\frac{1}{m_{k} k}  \tag{12.4.43}\\
& \quad \text { for every } j \in\left\{1, \ldots, m_{k}\right\} .
\end{align*}
$$

From (12.2.2) of Proposition 12.2.1 it follows that

$$
\begin{array}{r}
F^{\prime}\left(\Omega, u_{z}\right) \geq F_{-}^{\prime}\left(\Omega, u_{z}\right) \geq F_{-}^{\prime}\left(\cup_{j=1}^{m_{k}} Q_{j}^{k}, u_{z}\right) \geq  \tag{12.4.44}\\
\geq \sum_{j=1}^{m_{k}} F_{-}^{\prime}\left(Q_{j}^{k}, u_{z}\right) \geq \sum_{j=1}^{m_{k}} F^{\prime}\left(B_{j}^{k}, u_{z}\right) \text { for every } k \in \mathbf{N} .
\end{array}
$$

On the other hand, Lemma 12.4.3 and (12.4.42) provide that

$$
\begin{equation*}
F^{\prime}\left(B_{j}^{k}, u_{z}\right)=\mathcal{L}^{n}\left(B_{j}^{k}\right) F^{\prime}\left(Y, u_{z}\right) \geq \mathcal{L}^{n}\left(B_{j}^{k}\right) \mathrm{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(z) \tag{12.4.45}
\end{equation*}
$$

for every $j \in\left\{1, \ldots, m_{k}\right\}, k \in \mathbf{N}$.
Therefore, by combining (12.4.44) with (12.4.45) and (12.4.43), it results that

$$
\begin{gather*}
F^{\prime}\left(\Omega, u_{z}\right) \geq \sum_{j=1}^{m_{k}} \mathcal{L}^{n}\left(B_{j}^{k}\right) \mathrm{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(z)=  \tag{12.4.46}\\
=\mathcal{L}^{n}\left(\cup_{j=1}^{m_{k}} B_{j}^{k}\right) \mathrm{sc}^{-} \tilde{f}_{\text {hom }}^{q}(z) \geq\left(\mathcal{L}^{n}(\Omega)-\frac{2}{k}\right) \mathrm{sc}^{-} \tilde{f}_{\text {hom }}^{q}(z) \\
\text { for every } k \in \mathbf{N} .
\end{gather*}
$$

As $k$ tends to infinity in (12.4.46), inequality (12.4.34) follows.
Combining Lemma 12.4.1 with Proposition 12.4.6, the result below follows.

Proposition 12.4.7. Let $f$ be as in (12.0.1), $z_{0}=0, q \in[1,+\infty], \widetilde{C}^{q}(0)$ and $\tilde{f}_{\text {hom }}^{q}$ be defined in (11.2.2) and (12.1.1) respectively, and $F^{\prime}, F^{\prime \prime}$ in (12.1.6). Assume that (11.2.3) holds. Then

$$
\begin{gathered}
F^{\prime}\left(\Omega, u_{z}\right)=F^{\prime \prime}\left(\Omega, u_{z}\right)=F_{-}^{\prime}\left(\Omega, u_{z}\right)=F_{-}^{\prime \prime}\left(\Omega, u_{z}\right)=\mathcal{L}^{n}(\Omega) \mathrm{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(z) \\
\text { for every } \Omega \in \mathcal{A}_{0}, \quad z \in \mathbf{R}^{n}
\end{gathered}
$$

## $\S$ 12.5 A Blow-up Condition

In this section we prove that the functional $F_{-}^{\prime}$ defined by means of (12.1.6) satisfies a blow-up condition.

Lemma 12.5.1. Let $f$ be as in (12.0.1), $q \in[1,+\infty]$, and $F^{\prime}$ be defined in (12.1.6). Then
$F_{-}^{\prime}\left(t \Omega, O_{1 / t} u\right)=t^{n} F_{-}^{\prime}(\Omega, u)$ for every $\left.\Omega \in \mathcal{A}_{0}, u \in C^{0}\left(\mathbf{R}^{n}\right), t \in\right] 0,+\infty[$.
Proof. Proof. Let $\Omega, u, t$ be as above. Let us prove that

$$
\begin{equation*}
F_{-}^{\prime}\left(t \Omega, O_{1 / t} u\right) \geq t^{n} F_{-}^{\prime}(\Omega, u) \tag{12.5.1}
\end{equation*}
$$

We can assume the left-hand side of (12.5.1) to be finite, so that for every $A \subset \subset \Omega$ there exist $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing, and $\left\{u_{h}\right\} \subseteq$ $W_{\mathrm{loc}}^{1, q}\left(\mathbf{R}^{n}\right) \cap L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right)$ with $u_{h} \rightarrow O_{1 / t}^{-} u$ in $L^{\infty}(t A)$, and

$$
F_{-}^{\prime}\left(t \Omega, O_{1 / t} u\right) \geq \lim _{k \rightarrow+\infty} \int_{t A} f\left(h_{k} x, \nabla u_{h_{k}}\right) d x
$$

By performing in the last inequality the change of variable $x=t y$, we deduce that $O_{t} u_{h} \rightarrow u$ in $L^{\infty}(A)$, and, by (3.2.5), that

$$
\begin{equation*}
F_{-}^{\prime}\left(t \Omega, O_{1 / t} u\right) \geq t^{n} \lim _{k \rightarrow+\infty} \int_{A} f\left(t h_{k} x, \nabla O_{t} u_{h_{k}}\right) d y \geq \tag{12.5.2}
\end{equation*}
$$

$\geq t^{n} \Gamma^{-}\left(L^{\infty}(A)\right) \liminf _{h \rightarrow+\infty} F_{t h}(A, u)$ for every $A \in \mathcal{A}_{0}$ with $A \subset \subset \Omega$.
At this point, by (12.5.2), Lemma 12.1.2, and (3.2.5), we infer (12.5.1). By symmetry, the reverse inequality of (12.5.1) follows. This completes the proof of the lemma.

Proposition 12.5.2. Let $f$ be as in (12.0.1), $q \in[1,+\infty]$, and $F^{\prime}$ be defined in (12.1.6). Then
(12.5.3) $\limsup _{r \rightarrow 0^{+}} \frac{1}{r^{n}} F_{-}^{\prime}\left(Q_{r}\left(x_{0}\right), u\right) \geq F_{-}^{\prime}\left(Q_{1}\left(x_{0}\right), u\left(x_{0}\right)+\nabla u\left(x_{0}\right) \cdot\left(\cdot-x_{0}\right)\right)$

$$
\text { for a.e. } x_{0} \in \mathbf{R}^{n} \text {, and every } u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right) \text {. }
$$

Proof. Let $x_{0}, u$ be as in (12.5.3). Because of (12.1.10), Proposition 12.1.1, and Lemma 12.5.1 it results that
(12.5.4)

$$
\begin{gathered}
\limsup _{r \rightarrow 0^{+}} \frac{1}{r^{n}} F_{-}^{\prime}\left(Q_{r}\left(x_{0}\right), u\right)=\limsup _{r \rightarrow 0^{+}} \frac{1}{r^{n}} F_{-}^{\prime}\left(Q_{r}(0), T\left[x_{0}\right]\left(u-u\left(x_{0}\right)\right)\right) \geq \\
\geq \liminf _{r \rightarrow+0^{+}} F_{-}^{\prime}\left(Q_{1}(0), O_{r} T\left[x_{0}\right]\left(u-u\left(x_{0}\right)\right)\right)= \\
=\liminf _{r \rightarrow+0^{+}} F_{-}^{\prime}\left(Q_{1}\left(x_{0}\right), T\left[-x_{0}\right] O_{r} T\left[x_{0}\right]\left(u-u\left(x_{0}\right)\right)\right) .
\end{gathered}
$$

We now recall that

$$
T\left[-x_{0}\right] O_{r} T\left[x_{0}\right]\left(u-u\left(x_{0}\right)\right) \rightarrow \nabla u\left(x_{0}\right)\left(\cdot-x_{0}\right) \text { in } L^{\infty}\left(Q_{1}\left(x_{0}\right)\right) \text { as } r \rightarrow 0^{+} .
$$

Then (12.5.3) follows from (12.5.4), the $L^{\infty}\left(Q_{1}\left(x_{0}\right)\right)$-lower semicontinuity of $F_{-}^{\prime}\left(Q_{1}\left(x_{0}\right), \cdot\right)$, and (12.1.10).

## §12.6 Representation Results

In this section we prove some integral representation result for the $\Gamma^{-}$-limits of the functionals in (12.1.3).
Proposition 12.6.1. Let $f$ be as in (12.0.1), $z_{0}=0, q \in[1,+\infty], \widetilde{C}^{q}(0)$ and $\tilde{f}_{\text {hom }}^{q}$ be defined in (11.2.2) and (12.1.1) respectively, and $F^{\prime}, F^{\prime \prime}$ in (12.1.6). Assume that (11.2.3) holds. Then

$$
\begin{gathered}
F_{-}^{\prime}(\Omega, u)=F_{-}^{\prime \prime}(\Omega, u)=\int_{\Omega} \mathrm{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(\nabla u) d x \\
\text { for every } \Omega \in \mathcal{A}_{0}, u \in \cup_{s>n} W_{\mathrm{loc}}^{1, s}\left(\mathbf{R}^{n}\right) .
\end{gathered}
$$

Proof. Let $\left\{h_{k}\right\} \subseteq \mathbf{N}$ be strictly increasing. Then Proposition 3.4.3 provides the existence of $\left\{h_{k_{j}}\right\} \subseteq\left\{h_{k}\right\}$ such that

$$
\begin{align*}
& \sup \left\{\Gamma^{-}\left(L^{\infty}(A)\right) \liminf _{j \rightarrow+\infty} F_{h_{k_{j}}}(A, u): A \subset \subset \Omega\right\}=  \tag{12.6.1}\\
& =\sup \left\{\Gamma^{-}\left(L^{\infty}(A)\right) \limsup _{j \rightarrow+\infty} F_{h_{k_{j}}}(A, u): A \subset \subset \Omega\right\} \\
& \text { for every } \Omega \in \mathcal{A}_{0}, u \in L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right) .
\end{align*}
$$

Let now $p \in] n,+\infty]$. Then $W_{\text {loc }}^{1, p}\left(\mathbf{R}^{n}\right) \subseteq C^{0}\left(\mathbf{R}^{n}\right) \subseteq L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$. Consequently, for every $\Omega \in \mathcal{A}_{0}$, we can consider the functional $G(\Omega, \cdot)$ defined
in $W_{\text {loc }}^{1, p}\left(\mathbf{R}^{n}\right)$ that to every $u$ assigns the value in (12.6.1), and prove that $G$ fulfils the assumptions of Theorem 9.3.8.

In fact (9.3.8) is trivial, (9.2.5) follows from (12.1.10), (9.3.31) from Proposition 12.1.1, (9.3.32) from (12.1.7) and Proposition 12.2.1. Moreover, (9.3.33) comes from (3.2.5), Proposition 12.5.2, Proposition 12.4.7 and (12.1.10), and (9.3.34) from (12.1.8).

In order to verify (12.3.3) we preliminarily observe that Proposition 12.4.7 yields that $f_{G}$ in Theorem 9.3.8 agrees with ${\underset{\sim}{\sim}}^{-} \tilde{f}_{\text {hom }}^{q}$, and that, by Proposition 11.2.1, we have that $0 \in \widetilde{C}^{q}(0) \subseteq \operatorname{dom} \tilde{f}_{\text {hom }}^{q} \subseteq \operatorname{domsc}{ }^{-} \tilde{f}_{\text {hom }}^{q}$. Therefore (12.3.3) with $z_{0}=0$ follows from Proposition 12.3.2, and (3.2.5). Moreover (9.3.7) too holds, in fact, given $\Omega \in \mathcal{A}_{0}$, and an open set with Lipschitz boundary $A$ such that $A \subset \subset \Omega$, Proposition 3.3.2 yields that the functionals $\Gamma^{-}\left(L^{\infty}(A)\right) \liminf _{j \rightarrow+\infty} F_{h_{k_{j}}}(A, \cdot)$, and $\Gamma^{-}\left(L^{\infty}(A)\right) \lim \sup _{j \rightarrow+\infty}$ $F_{h_{k_{j}}}(A, \cdot)$ are $W^{1, p}(\Omega)\left(\cap_{q \in[1,+\infty}\left[W^{1, q}(\Omega)\right.\right.$ if $\left.p=+\infty\right)$-lower semicontinuous in $W_{\text {loc }}^{1, p}\left(\mathbf{R}^{n}\right)$, and hence that so is also $G(\Omega, \cdot)$, since it agrees with the last upper bound of the family of such functionals obtained letting $A$ vary with the above properties.

Consequently, by Theorem 9.3.8, Proposition 12.4.7, and (3.2.5) it follows that

$$
G(\Omega, u)=\int_{\Omega} \operatorname{sc}^{-} \tilde{f}_{\text {hom }}^{q}(\nabla u) d x \text { for every } \Omega \in \mathcal{A}_{0}, u \in W_{\mathrm{loc}}^{1, p}\left(\mathbf{R}^{n}\right) .
$$

Then we have proved that
for every $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing there exists $\left\{h_{k_{j}}\right\} \subseteq\left\{h_{k}\right\}$ such that

$$
\begin{aligned}
& \sup \left\{\Gamma^{-}\left(L^{\infty}(A)\right) \liminf _{j \rightarrow+\infty} F_{h_{k_{j}}}(A, u): A \subset \subset \Omega\right\}= \\
= & \sup \left\{\Gamma^{-}\left(L^{\infty}(A)\right) \limsup _{j \rightarrow+\infty} F_{h_{k_{j}}}(A, u): A \subset \subset \Omega\right\}= \\
= & \int_{\Omega} \operatorname{sc}^{-} \tilde{f}_{\text {hom }}^{q}(\nabla u) d x \text { for every } \Omega \in \mathcal{A}_{0}, u \in W_{\mathrm{loc}}^{1, p}\left(\mathbf{R}^{n}\right) .
\end{aligned}
$$

Because of this, and by Proposition 3.4.2, we thus have that

$$
F_{-}^{\prime}(\Omega, u)=F_{-}^{\prime \prime}(\Omega, u)=\int_{\Omega} \mathrm{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(\nabla u) d x
$$

$$
\text { for every } \Omega \in \mathcal{A}_{0}, u \in W_{\mathrm{loc}}^{1, p}\left(\mathbf{R}^{n}\right)
$$

from which, as $p$ varies in $] n,+\infty]$, the proof follows.
The following representation result in the Dirichlet case holds.

Theorem 12.6.2. Let $f$ be as in (12.0.1), $z_{0} \in \mathbf{R}^{n}, c \in \mathbf{R}, q \in[1,+\infty]$, $\Omega \in \mathcal{A}_{0}, \widetilde{C}^{q}\left(z_{0}\right)$ and $\tilde{f}_{\text {hom }}^{q}$ be defined in (11.2.2) and (12.1.1) respectively, and $F_{r}\left(\Omega, \partial \Omega, u_{z_{0}}+c, \cdot\right)$ in (12.1.3) for every $\left.r \in\right] 0,+\infty[$. Assume that (11.2.3) holds. Then

$$
\begin{gathered}
\Gamma^{-}\left(L^{\infty}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)= \\
=\Gamma^{-}\left(L^{\infty}(\Omega)\right) \limsup _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)= \\
=\int_{\Omega} \mathrm{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(\nabla u) d x \text { for every } u \in u_{z_{0}}+c+\cup_{s>n} W_{0}^{1, s}(\Omega) .
\end{gathered}
$$

Proof. Let $u$ be as above, and let $\left.\left\{\varepsilon_{h}\right\} \subseteq\right] 0,+\infty[$ be strictly decreasing and converging to 0 .

Let $F^{\prime}$ and $F^{\prime \prime}$ be defined in (12.1.6), and $\widetilde{F}^{\prime}, \widetilde{F}^{\prime \prime}, \widetilde{F}^{\prime}\left(\Omega, \partial \Omega, u_{z_{0}}+c, \cdot\right)$ and $\widetilde{F}^{\prime \prime}\left(\Omega, \partial \Omega, u_{z_{0}}+c, \cdot\right)$ by (12.1.4) and (12.1.5) with $r_{h}=1 / \varepsilon_{h}$ for every $h \in \mathbf{N}$. Then, from Proposition 12.6.1, Lemma 12.1.2, and Proposition 12.2.2 applied to the function $(x, z) \in \mathbf{R}^{n} \times \mathbf{R}^{n} \mapsto f\left(x, z_{0}+z\right)$ we obtain that

$$
\begin{gathered}
\int_{\Omega} \operatorname{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(\nabla u) d x=F_{-}^{\prime}(\Omega, u) \leq \widetilde{F}_{-}^{\prime}(\Omega, u)=\widetilde{F}^{\prime}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right) \leq \\
\leq \widetilde{F}^{\prime \prime}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)=\widetilde{F}_{-}^{\prime \prime}(\Omega, u) \leq F_{-}^{\prime \prime}(\Omega, u)=\int_{\Omega} \operatorname{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(\nabla u) d x \\
\text { for every } u \in u_{z_{0}}+c+\cup_{s>n} W_{0}^{1, s}(\Omega),
\end{gathered}
$$

from which, together with Proposition 3.2.3 and Proposition 3.2.6, the proof follows.

Regarding the Neumann case, the following result holds.
Theorem 12.6.3. Let $f$ be as in (12.0.1), $z_{0} \in \mathbf{R}^{n}, q \in[1,+\infty], \widetilde{C}^{q}\left(z_{0}\right)$ and $\tilde{f}_{\text {hom }}^{q}$ be defined in (11.2.2) and (12.1.1) respectively, and $F_{r}$ in (12.1.2) for every $r \in] 0,+\infty[$. Assume that (11.2.3) holds. Then

$$
\begin{aligned}
& \Gamma^{-}\left(L^{\infty}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}(\Omega, u)=\Gamma^{-}\left(L^{\infty}(\Omega)\right) \limsup _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}(\Omega, u)= \\
= & \int_{\Omega} \operatorname{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(\nabla u) d x \text { for every } \Omega \in \mathcal{A}_{0} \text { convex, } u \in \cup_{s>n} W_{\mathrm{loc}}^{1, s}\left(\mathbf{R}^{n}\right) .
\end{aligned}
$$

Proof. Let us first consider the case in which $z_{0}=0$.
Let $p \in] n,+\infty]$.
Let $F^{\prime}$ and $F^{\prime \prime}$ be given by (12.1.6). Then, by Lemma 12.1.2, Proposition 3.2.3, and Proposition 3.2.6, it follows that

$$
F_{-}^{\prime}(\Omega, u) \leq \sup \left\{\Gamma^{-}\left(L^{\infty}(A)\right) \liminf _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}(A, u): A \subset \subset \Omega\right\} \leq
$$

$$
\begin{gathered}
\leq \sup \left\{\Gamma^{-}\left(L^{\infty}(A)\right) \limsup _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}(A, u): A \subset \subset \Omega\right\} \leq F_{-}^{\prime \prime}(\Omega, u) \\
\text { for every } \Omega \in \mathcal{A}_{0}, u \in C^{0}\left(\mathbf{R}^{n}\right) .
\end{gathered}
$$

Consequently, by making use of Proposition 12.6.1, we infer that

$$
\begin{equation*}
\sup \left\{\Gamma^{-}\left(L^{\infty}(A)\right) \liminf _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}(A, u): A \subset \subset \Omega\right\}= \tag{12.6.2}
\end{equation*}
$$

$$
=\sup \left\{\Gamma^{-}\left(L^{\infty}(A)\right) \limsup _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}(A, u): A \subset \subset \Omega\right\}=\int_{\Omega} \operatorname{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(\nabla u) d x
$$

$$
\text { for every } \Omega \in \mathcal{A}_{0}, u \in W_{\mathrm{loc}}^{1, p}\left(\mathbf{R}^{n}\right) .
$$

To complete the proof, let us verify that $\Gamma^{-}\left(L^{\infty}(\cdot)\right) \liminf _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}$ and $\Gamma^{-}\left(L^{\infty}(\cdot)\right) \lim \sup _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}$ fulfil the assumptions of Proposition 2.7.4 with $\mathcal{O}=\mathcal{A}_{0}$, and $U=W_{\mathrm{loc}}^{1, p}\left(\mathbf{R}^{n}\right)$.

By (12.1.7) they are increasing. Moreover, the continuity of the elements of $W_{\text {loc }}^{1, p}\left(\mathbf{R}^{n}\right)$ implies that $T\left[-x_{0}\right] O_{t} T\left[x_{0}\right] u \rightarrow u$ uniformly in $\Omega$ as $t \rightarrow 1^{-}$for every $\Omega \in \mathcal{A}_{0}, x_{0} \in \mathbf{R}^{n}, u \in W_{\mathrm{loc}}^{1, p}\left(\mathbf{R}^{n}\right)$, consequently, by Proposition 3.3.2, (2.7.2) follows. Finally, because of (12.6.2), (2.7.3) too holds. Consequently, Proposition 2.7.4 applies, and (12.6.2) yields

$$
\begin{gathered}
\Gamma^{-}\left(L^{\infty}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}(\Omega, u)= \\
=\Gamma^{-}\left(L^{\infty}(\Omega)\right) \limsup _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}(\Omega, u)=\int_{\Omega} \mathrm{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(\nabla u) d x \\
\text { for every } \Omega \in \mathcal{A}_{0} \text { convex, } u \in W_{\text {loc }}^{1, p}\left(\mathbf{R}^{n}\right),
\end{gathered}
$$

from which, letting $p$ vary in $] n,+\infty]$, the proof follows if $z_{0}=0$.
Finally, if $z_{0} \neq 0$, the theorem follows from the above considered particular case applied to the function $(x, z) \in \mathbf{R}^{n} \times \mathbf{R}^{n} \mapsto f\left(x, z_{0}+z\right)$.

By Theorem 12.6.3 we deduce the following result concerning the mixed problem case.
Theorem 12.6.4. Let $f$ be as in (12.0.1), $z_{0} \in \mathbf{R}^{n}, c \in \mathbf{R}, q \in[1,+\infty]$, $\Omega \in \mathcal{A}_{0}$ be convex, $\Gamma \subseteq \partial \Omega, \widetilde{C}^{q}\left(z_{0}\right)$ and $\tilde{f}_{\text {hom }}^{q}$ be defined in (11.2.2) and (12.1.1), and $F_{r}\left(\Omega, \Gamma, u_{z_{0}}+c, \cdot\right)$ in (12.1.3) for every $\left.r \in\right] 0,+\infty[$. Assume that (11.2.3) holds. Then

$$
\begin{gathered}
\Gamma^{-}\left(L^{\infty}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}}^{\log } F_{1 / \varepsilon}\left(\Omega, \Gamma, u_{z_{0}}+c, u\right)= \\
=\Gamma^{-}\left(L^{\infty}(\Omega)\right) \limsup _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}\left(\Omega, \Gamma, u_{z_{0}}+c, u\right)=\int_{\Omega} \mathrm{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(\nabla u) d x
\end{gathered}
$$

for every $u \in \cup_{s>n} W_{\text {loc }}^{1, s}\left(\mathbf{R}^{n}\right)$ such that $u=u_{z_{0}}+c$ on $\Gamma$.
Proof. Let $\Omega, u$ be as above, and let $\left.\left\{\varepsilon_{h}\right\} \subseteq\right] 0,+\infty[$ be strictly decreasing and converging to 0 .

Let $\widetilde{F}^{\prime}, \widetilde{F}^{\prime \prime}, \widetilde{F}^{\prime}\left(\Omega, \Gamma, u_{z_{0}}+c, \cdot\right)$ and $\widetilde{F}^{\prime \prime}\left(\Omega, \Gamma, u_{z_{0}}+c, \cdot\right)$ be defined by (12.1.4) and (12.1.5) with $r_{h}=1 / \varepsilon_{h}$ for every $h \in \mathbf{N}$. Then, from Theorem 12.6.3, Proposition 3.2.6, and Proposition 12.2.3 applied to the function $(x, z) \in \mathbf{R}^{n} \times \mathbf{R}^{n} \mapsto f\left(x, z_{0}+z\right)$ we obtain that

$$
\begin{gathered}
\int_{\Omega} \operatorname{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(\nabla u) d x=\Gamma^{-}\left(L^{\infty}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}(\Omega, u) \leq \widetilde{F}^{\prime}(\Omega, u) \leq \\
\leq \widetilde{F}^{\prime}\left(\Omega, \Gamma, u_{z_{0}}+c, u\right) \leq \widetilde{F}^{\prime \prime}\left(\Omega, \Gamma, u_{z_{0}}+c, u\right) \leq \widetilde{F}^{\prime \prime}(\Omega, u),
\end{gathered}
$$

from which, together with Proposition 3.2.6, Proposition 3.2.3, and Theorem 12.6.3, we conclude that

$$
\begin{gathered}
\int_{\Omega} \operatorname{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(\nabla u) d x=\Gamma^{-}\left(L^{\infty}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}\left(\Omega, \Gamma, u_{z_{0}}+c, u\right) \leq \\
\leq \Gamma^{-}\left(L^{\infty}(\Omega)\right) \limsup _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}\left(\Omega, \Gamma, u_{z_{0}}+c, u\right) \leq \\
\leq \Gamma^{-}\left(L^{\infty}(\Omega)\right) \limsup _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}(\Omega, u)=\int_{\Omega} \operatorname{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(\nabla u) d x .
\end{gathered}
$$

This completes the proof.

## §12.7 Applications to the Convergence of Minima and of Minimizers

In this section we apply the theorems of the previous one to deduce convergence results for minima and minimizers of some classes of variational problems.

To do this, we take $f$ as in (12.0.1), $p \in] 1,+\infty], q \in[p,+\infty]$, and assume that (12.1.22) holds. Moreover, if $C^{q}\left(z_{0}\right)$ is given by (12.1.20) for every $z_{0} \in \mathbf{R}^{n}$, we also assume that

$$
\begin{equation*}
\operatorname{int}\left(C^{q}\left(z_{0}\right) \neq \emptyset\right. \tag{12.7.1}
\end{equation*}
$$

for some $z_{0} \in \mathbf{R}^{n}$.
If $f_{\text {hom }}^{q}$ is defined in (12.1.18), then Proposition 12.1.3 yields

$$
\begin{cases}|z|^{p} \leq f_{\text {hom }}^{q}(z) \text { for every } z \in \mathbf{R}^{n} & \text { if } p \in[1,+\infty[  \tag{12.7.2}\\ \operatorname{dom} f_{\text {hom }}^{q} \subseteq B_{R}(0) & \text { if } p=+\infty .\end{cases}
$$

We start with the case of Dirichlet minimum problems.

Theorem 12.7.1. Let $f$ be as in (12.0.1), $p \in] n,+\infty], q \in[p,+\infty]$, $z_{0} \in \mathbf{R}^{n}, C^{q}\left(z_{0}\right)$ and $f_{\text {hom }}^{q}$ be defined in (12.1.20) and (12.1.18) respectively. Assume that (12.1.22) and (12.7.1) hold. For every $\varepsilon>0, \Omega \in \mathcal{A}_{0}, \beta \in$ $L^{1}(\Omega)$, and $c \in \mathbf{R}$ let

$$
\begin{equation*}
i_{\varepsilon}^{0}(\Omega, \beta)= \tag{12.7.3}
\end{equation*}
$$

$$
\begin{aligned}
& =\inf \left\{\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u\right) d x+\int_{\Omega} \beta u d x: u \in u_{z_{0}}+c+W_{0}^{1, q}(\Omega)\right\} \\
& m_{\mathrm{hom}}^{0}(\Omega, \beta)= \\
& =\min \left\{\int_{\Omega} \operatorname{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\Omega} \beta u d x: u \in u_{z_{0}}+c+W_{0}^{1, p}(\Omega)\right\},
\end{aligned}
$$

and let $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq u_{z_{0}}+c+W_{0}^{1, q}(\Omega)$ be such that

$$
\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u_{\varepsilon}\right) d x+\int_{\Omega} \beta u_{\varepsilon} d x-i_{\varepsilon}^{0}(\Omega, \beta)\right)=0 .
$$

Then $f_{\text {hom }}^{q}$ is convex and satisfies (12.7.2), $\left\{i_{\varepsilon}^{0}(\Omega, \beta)\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow$ $0^{+}$to $m_{\text {hom }}^{0}(\Omega, \beta),\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ has cluster points in $L^{\infty}(\Omega)$ as $\varepsilon \rightarrow 0^{+}$, and every such point is a solution of $m_{\mathrm{hom}}^{0}(\Omega, \beta)$.

Moreover, if $q=p$ and (12.1.23) too holds, then $\mathrm{sc}^{-} f_{\mathrm{hom}}^{p}=f_{\mathrm{hom}}^{p}$, for every $z \in \mathbf{R}^{n}$ the infimum in the definition of $f_{\text {hom }}^{p}(z)$ is attained, problems in (12.7.3) have solutions, and for every $\varepsilon>0$ one can take as $u_{\varepsilon}$ a solution of $i_{\varepsilon}^{0}(\Omega, \beta)$.

Proof. The properties of $f_{\text {hom }}^{q}$ follow from (12.0.1) and Proposition 12.1.3.
Let $\Omega, \beta, c$ be as above, and, for every $\varepsilon>0$, let $F_{1 / \varepsilon}\left(\Omega, \partial \Omega, u_{z_{0}}+c, \cdot\right)$ be defined by (12.1.3).

First of all, we prove that the limit below exists, and that

$$
\begin{gather*}
\Gamma^{-}\left(L^{\infty}(\Omega)\right) \lim _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)=  \tag{12.7.4}\\
= \begin{cases}\int_{\Omega} \mathrm{sc}^{-} f_{\text {hom }}^{q}(\nabla u) d x & \text { if } u \in u_{z_{0}}+c+W_{0}^{1, p}(\Omega) \\
+\infty & \text { if } u \in L^{\infty}(\Omega) \backslash\left(u_{z_{0}}+c+W_{0}^{1, p}(\Omega)\right)\end{cases} \\
\text { for every } u \in L^{\infty}(\Omega) .
\end{gather*}
$$

By (12.1.21), Theorem 12.6.2, and (12.1.19) it follows that

$$
\begin{gather*}
\Gamma^{-}\left(L^{\infty}(\Omega)\right) \limsup _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right) \leq  \tag{12.7.5}\\
\leq \begin{cases}\int_{\Omega} \mathrm{Sc}^{-} f_{\text {hom }}^{q}(\nabla u) d x & \text { if } u \in u_{z_{0}}+c+W_{0}^{1, p}(\Omega) \\
+\infty & \text { if } u \in L^{\infty}(\Omega) \backslash\left(u_{z_{0}}+c+W_{0}^{1, p}(\Omega)\right)\end{cases}
\end{gather*}
$$

$$
\text { for every } u \in L^{\infty}(\Omega) \text {. }
$$

On the other side, if $u \in L^{\infty}(\Omega)$ is such that $\Gamma^{-}\left(L^{\infty}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}}$ $F_{1 / \varepsilon}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)<+\infty$, then, by Proposition 3.2.6, there exists $\varepsilon_{h} \rightarrow$ 0 such that $\Gamma^{-}\left(L^{\infty}(\Omega)\right) \liminf _{h \rightarrow+\infty} F_{\varepsilon_{h}}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)<+\infty$.

Let $\left\{u_{h}\right\} \subseteq u_{z_{0}}+c+W_{0}^{1, q}(\Omega)$ be such that $u_{h} \rightarrow u$ in $L^{\infty}(\Omega)$, and

$$
\Gamma^{-}\left(L^{\infty}(\Omega)\right) \liminf _{h \rightarrow+\infty} F_{\varepsilon_{h}}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)=\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}} \nabla u_{h}\right) d x .
$$

Then, by (12.1.22), and the Rellich-Kondrachov Compactness Theorem, we conclude that $u \in u_{z_{0}}+c+W_{0}^{1, p}(\Omega)$, and therefore, by Theorem 12.6.2, and (12.1.19), that

$$
\Gamma^{-}\left(L^{\infty}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}} F_{1 / \varepsilon}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right) \geq \int_{\Omega} \operatorname{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x,
$$

from which, together with (12.7.5), (12.7.4) follows.
By (12.7.4), and Proposition 3.2.2, once we observe that the functional $u \in L^{\infty}(\Omega) \mapsto \int_{\Omega} \beta u d x$ is $L^{\infty}(\Omega)$-continuous, we immediately obtain that

$$
\begin{equation*}
\Gamma^{-}\left(L^{\infty}(\Omega)\right) \lim _{\varepsilon \rightarrow 0^{+}}\left\{F_{1 / \varepsilon}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)+\int_{\Omega} \beta u d x\right\}= \tag{12.7.6}
\end{equation*}
$$

$$
= \begin{cases}\int_{\Omega} \mathrm{sc}^{-} f_{\text {hom }}^{q}(\nabla u) d x+\int_{\Omega} \beta u d x & \text { if } u \in u_{z_{0}}+c+W_{0}^{1, p}(\Omega) \\ +\infty & \text { if } u \in L^{\infty}(\Omega) \backslash\left(u_{z_{0}}+c+W_{0}^{1, p}(\Omega)\right)\end{cases}
$$

$$
\text { for every } u \in L^{\infty}(\Omega) \text {. }
$$

Let us now prove that the functionals $u \in L^{\infty}(\Omega) \mapsto F_{1 / \varepsilon}\left(\Omega, \partial \Omega, u_{z_{0}}+\right.$ $c, u)+\int_{\Omega} \beta u d x$ are equi-coercive.

To do this, let us consider only the case in which $p \in] 1,+\infty[$, the one in which $p=+\infty$ being similar.

In this case, since (12.1.22), and Sobolev Imbedding Theorem imply

$$
\begin{aligned}
& \text { that } \\
& \qquad \begin{array}{c}
F_{1 / \varepsilon}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)+\int_{\Omega} \beta u d x \geq \\
\geq\left\|\left|\nabla u\left\|_{L^{p}(\Omega)}^{p}-\right\| \beta\left\|_{L^{1}(\Omega)}\right\| u\left\|_{L^{\infty}(\Omega)} \geq\right\|\right| \nabla u\right\|\left\|_{L^{p}(\Omega)}^{p}-C\right\| \beta\left\|_{L^{1}(\Omega)}\right\| u \|_{W^{1, p}(\Omega)} \\
\text { for every } \varepsilon>0, u \in u_{z_{0}}+c+W_{0}^{1, p}(\Omega),
\end{array}
\end{aligned}
$$

for some $C \geq 0$ not depending on $h$, and since every $u \in L^{\infty}(\Omega)$ satisfying $F_{1 / \varepsilon}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)<+\infty$ actually is in $u_{z_{0}}+c+W_{0}^{1, p}(\Omega)$, then $\left\{u \in L^{\infty}(\Omega): F_{1 / \varepsilon}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)+\int_{\Omega} \beta u d x \leq \lambda\right\} \subseteq u_{z_{0}}+c+\{u \in$ $\left.W_{0}^{1, p}(\Omega):\|\mid \nabla u\|_{L^{p}(\Omega)}^{p}-C\|\beta\|_{L^{1}(\Omega)}\|u\|_{W^{1, p}(\Omega)} \leq \lambda\right\}$ for every $\lambda \in \mathbf{R}, \varepsilon>0$. Consequently, the desired coerciveness follows from Proposition 4.4.4.

By (12.7.6), and the equi-coerciveness of $u \in L^{\infty}(\Omega) \mapsto F_{1 / \varepsilon}(\Omega, \partial \Omega$, $\left.u_{z_{0}}+c, u\right)+\int_{\Omega} \beta u d x$, the assumptions of Theorem 3.3.8 are fulfilled with $U=L^{\infty}(\Omega)$, and the proof follows from Theorem 3.3.8, once we observe that obviously

$$
\limsup _{\varepsilon \rightarrow 0^{+}} i_{0}^{\varepsilon}(\Omega, \beta) \leq \mathcal{L}^{n}(\Omega) \int_{Y} f\left(y, z_{0}\right) d y+\|\beta\|_{L^{p^{\prime}}(\Omega)}\left\|u_{z_{0}}+c\right\|_{L^{p}(\Omega)}<+\infty
$$

We now treat the case of Neumann minimum problems.
Theorem 12.7.2. Let $f$ be as in (12.0.1), $p \in] n,+\infty], q \in[p,+\infty]$, $z_{0} \in \mathbf{R}^{n}, C^{q}\left(z_{0}\right)$ and $f_{\text {hom }}^{q}$ be defined in (12.1.20) and (12.1.18) respectively. Assume that (12.1.22) and (12.7.1) hold. For every $\varepsilon>0, \Omega \in \mathcal{A}_{0}$ convex, $\lambda \in] 0,+\infty[, r \in] 1,+\infty[$, and $\mu \in \mathcal{M}(\bar{\Omega})$ let

$$
\begin{equation*}
i_{\varepsilon}(\Omega, \lambda, \mu)= \tag{12.7.7}
\end{equation*}
$$

$$
\begin{aligned}
& =\inf \left\{\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u\right) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\bar{\Omega}} u d \mu: u \in W^{1, q}(\Omega)\right\} \\
& m_{\mathrm{hom}}(\Omega, \lambda, \mu)= \\
& =\min \left\{\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\bar{\Omega}} u d \mu: u \in W^{1, p}(\Omega)\right\},
\end{aligned}
$$

and let $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq W^{1, q}(\Omega)$ be such that

$$
\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u_{\varepsilon}\right) d x+\lambda \int_{\Omega}\left|u_{\varepsilon}\right|^{r} d x+\int_{\bar{\Omega}} u_{\varepsilon} d \mu-i_{\varepsilon}(\Omega, \lambda, \mu)\right)=0 .
$$

Then $f_{\text {hom }}^{q}$ is convex and satisfies (12.7.2), $\left\{i_{\varepsilon}(\Omega, \lambda, \mu)\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow 0^{+}$to $m_{\text {hom }}(\Omega, \lambda, \mu),\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ has cluster points in $L^{\infty}(\Omega)$ as $\varepsilon \rightarrow 0^{+}$, and every such point is a solution of $m_{\mathrm{hom}}(\Omega, \lambda, \mu)$.

Moreover, if $q=p$ and (12.1.23) too holds, then $\mathrm{sc}^{-} f_{\mathrm{hom}}^{p}=f_{\mathrm{hom}}^{p}$, for every $z \in \mathbf{R}^{n}$ the infimum in the definition of $f_{\text {hom }}^{p}(z)$ is attained, problems in (12.7.7) have solutions, and for every $\varepsilon>0$ one can take as $u_{\varepsilon}$ a solution of $i_{\varepsilon}(\Omega, \lambda, \mu)$.

Proof. The properties of $f_{\text {hom }}^{q}$ follow from (12.0.1) and Proposition 12.1.3.
Let $\Omega, \lambda, r, \mu$ be as above, and, for every $\varepsilon>0$, let $F_{1 / \varepsilon}(\Omega, \cdot)$ be defined by (12.1.2).

First of all, let us set

$$
B(\Omega, \cdot): u \in L^{\infty}(\Omega) \mapsto \begin{cases}\int_{\bar{\Omega}} u d \mu & \text { if } u \in C^{0}(\bar{\Omega}) \\ +\infty & \text { if } u \in L^{\infty}(\Omega) \backslash C^{0}(\bar{\Omega})\end{cases}
$$

Then, by exploiting Theorem 12.6.3, and the $L^{\infty}(\Omega)$-continuity of the restriction of $B(\Omega, \cdot)$ to $W^{1, p}(\Omega)$, it is easy to prove that

$$
\begin{gather*}
\Gamma^{-}\left(L^{\infty}(\Omega)\right) \lim _{\varepsilon \rightarrow 0^{+}}\left\{F_{1 / \varepsilon}(\Omega, u)+B(\Omega, u)\right\}=  \tag{12.7.8}\\
=\int_{\Omega} \operatorname{sc}^{-} f_{\text {hom }}^{q}(\nabla u) d x+\int_{\bar{\Omega}} u d \mu \text { for every } u \in W^{1, p}(\Omega) .
\end{gather*}
$$

Then, by (12.7.8), an argument similar to the one exploited in the proof of Theorem 12.7.1, Proposition 2.5.1, and the Rellich-Kondrachov Compactness Theorem it follows that the limit below exists, and that

$$
\begin{align*}
& \text { (12.7.9) } \quad \Gamma^{-}\left(L^{\infty}(\Omega)\right) \lim _{\varepsilon \rightarrow 0^{+}}\left\{F_{1 / \varepsilon}(\Omega, u)+\lambda \int_{\Omega}|u|^{r} d x+B(\Omega, u)\right\}=  \tag{12.7.9}\\
& = \begin{cases}\int_{\Omega} \operatorname{sc}^{-} f_{\text {hom }}^{q}(\nabla u) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\bar{\Omega}} u d \mu & \text { if } u \in W^{1, p}(\Omega) \\
+\infty & \text { if } u \in L^{\infty}(\Omega) \backslash W^{1, p}(\Omega)\end{cases}
\end{align*}
$$

## for every $u \in L^{\infty}(\Omega)$.

Let us now prove that the functionals $u \in L^{\infty}(\Omega) \mapsto F_{1 / \varepsilon}(\Omega, u)+$ $\lambda \int_{\Omega}|u|^{r} d x+B(\Omega, u)$ are equi-coercive.

To do this, we first recall that, since $\Omega$ has Lipschitz boundary, and $p \in] n,+\infty]$, by (12.1.22), and Sobolev Imbedding Theorem there exists $C \in[0,+\infty[$ such that

$$
\begin{gathered}
F_{1 / \varepsilon}(\Omega, u)+\lambda \int_{\Omega}|u|^{r} d x+B(\Omega, u) \geq \\
\geq\||\nabla u|\|_{L^{p}(\Omega)}^{p}+\lambda\|u\|_{L^{r}(\Omega)}^{r}-|\mu|(\bar{\Omega})\|u\|_{L^{\infty}(\Omega)} \geq \\
\geq\left\|\left|\nabla u\left\|_{L^{p}(\Omega)}^{p}+\lambda\right\| u\left\|_{L^{r}(\Omega)}^{r}-C|\mu|(\bar{\Omega})\right\| u \|_{W^{1, p}(\Omega)}\right.\right. \\
\text { for every } \varepsilon>0, \text { and } u \in W^{1, p}(\Omega) .
\end{gathered}
$$

Therefore, once we recall that every $u \in L^{\infty}(\Omega)$ satisfying $F_{1 / \varepsilon}(\Omega, u)<$ $+\infty$ actually is in $W^{1, p}(\Omega)$, we obtain that $\left\{u \in L^{\infty}(\Omega): F_{1 / \varepsilon}(\Omega, u)+\right.$ $\left.\lambda \int_{\Omega}|u|^{r} d x+B(\Omega, u) \leq c\right\} \subseteq\left\{u \in W^{1, p}(\Omega):\| \| \nabla u\left\|_{L^{p}(\Omega)}^{p}+\lambda\right\| u \|_{L^{r}(\Omega)}^{r}-\right.$ $\left.C|\mu|(\bar{\Omega})\|u\|_{W^{1, p}(\Omega)} \leq c\right\}$ for every $c \in \mathbf{R}, \varepsilon>0$. Consequently, the desired coerciveness follows from Proposition 4.4.3.

When $p=+\infty$, the same result follows from (12.1.22), and Proposition 4.4.3, once we observe that

$$
\begin{gathered}
F_{1 / \varepsilon}(\Omega, u)+\lambda \int_{\Omega}|u|^{r} d x+B(\Omega, u) \geq \lambda \int_{\Omega}|u|^{r} d x-|\mu|(\bar{\Omega})\|u\|_{L^{\infty}(\Omega)} \geq \\
\geq \lambda\|u\|_{L^{r}(\Omega)}^{r}-|\mu|(\bar{\Omega})\|u\|_{W^{1, \infty}(\Omega)}
\end{gathered}
$$

$$
\text { for every } \varepsilon>0 \text {, and } u \in W^{1, \infty}(\Omega) .
$$

By (12.7.9), and the equi-coerciveness of $u \in L^{\infty}(\Omega) \mapsto F_{1 / \varepsilon}(\Omega, u)+$ $\lambda \int_{\Omega}|u|^{r} d x+B(\Omega, u)$, the assumptions of Theorem 3.3.8 are fulfilled with $U=L^{\infty}(\Omega)$, and the proof follows from Theorem 3.3.8, once we observe that obviously

$$
\begin{gathered}
\limsup _{\varepsilon \rightarrow 0^{+}} i_{\varepsilon}(\Omega, \lambda, \mu) \leq \\
\leq \mathcal{L}^{n}(\Omega) \int_{Y} f\left(y, z_{0}\right) d y+\lambda \int_{\Omega}\left|u_{z_{0}}\right|^{r} d x+\int_{\bar{\Omega}} u_{z_{0}} d \mu<+\infty
\end{gathered}
$$

The following result deals with another case of Neumann minimum problems.
Theorem 12.7.3. Let $f$ be as in (12.0.1), $p \in] n,+\infty], q \in[p,+\infty]$, $z_{0} \in \mathbf{R}^{n}, C^{q}\left(z_{0}\right)$ and $f_{\text {hom }}^{q}$ be defined in (12.1.20) and (12.1.18) respectively. Assume that (12.1.22) and (12.7.1) hold. For every $\varepsilon>0, \Omega \in \mathcal{A}_{0}$ convex, and $\mu \in \mathcal{M}(\bar{\Omega})$ such that $\mu(\bar{\Omega})=0$ let

$$
\begin{align*}
& .7 .10) \quad i_{\varepsilon}(\Omega, \mu)=\inf \left\{\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u\right) d x+\int_{\bar{\Omega}} u d \mu: u \in W^{1, q}(\Omega)\right\},  \tag{12.7.10}\\
& m_{\text {hom }}(\Omega, \mu)=\min \left\{\int_{\Omega} \operatorname{sc}^{-} f_{\text {hom }}^{q}(\nabla u) d x+\int_{\bar{\Omega}} u d \mu: u \in W^{1, p}(\Omega)\right\},
\end{align*}
$$

and let $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq W^{1, q}(\Omega)$ be such that

$$
\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u_{\varepsilon}\right) d x+\int_{\bar{\Omega}} u_{\varepsilon} d \mu-i_{\varepsilon}(\Omega, \mu)\right)=0 .
$$

Then $f_{\text {hom }}^{q}$ is convex and satisfies (12.7.2), $\left\{i_{\varepsilon}(\Omega, \mu)\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow$ $0^{+}$to $m_{\text {hom }}(\Omega, \mu),\left\{u_{\varepsilon}-\int_{\Omega} u_{\varepsilon} d x\right\}_{\varepsilon>0}$ has cluster points in $L^{\infty}(\Omega)$ as $\varepsilon \rightarrow 0^{+}$, and every such point is a solution of $m_{\text {hom }}(\Omega, \mu)$.

Moreover, if $q=p$ and (12.1.23) too holds, then $\mathrm{sc}^{-} f_{\mathrm{hom}}^{p}=f_{\mathrm{hom}}^{p}$, for every $z \in \mathbf{R}^{n}$ the infimum in the definition of $f_{\text {hom }}^{p}(z)$ is attained, problems in (12.7.10) have solutions, and for every $\varepsilon>0$ one can take $u_{\varepsilon}$ as a minimizer of $i_{\varepsilon}(\Omega, \mu)$.

Proof. Let $\Omega, \mu$ be as above. Then the theorem follows by arguing as in the proof of Theorem 12.7.2, once we observe that the condition $\mu(\bar{\Omega})=0$ yields

$$
\begin{gathered}
i_{\varepsilon}(\Omega, \mu)=\inf \left\{\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u\right) d x+\int_{\bar{\Omega}} u d \mu: u \in W^{1, q}(\Omega), \int_{\Omega} u d x=0\right\} \\
\text { for every } \varepsilon>0,
\end{gathered}
$$

$$
\begin{gathered}
m_{\mathrm{hom}}(\Omega, \mu)= \\
=\min \left\{\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\bar{\Omega}} u d \mu: u \in W^{1, p}(\Omega), \int_{\Omega} u d x=0\right\},
\end{gathered}
$$

and that by (12.1.22), Theorem 4.3.19, and Proposition 4.4.3, the above functionals are equi-coercive in $L^{\infty}(\Omega)$.

Finally, the result below is concerned with mixed minimum problems.
Theorem 12.7.4. Let $f$ be as in (12.0.1), $p \in] n,+\infty], q \in[p,+\infty]$, $z_{0} \in \mathbf{R}^{n}, C^{q}\left(z_{0}\right)$ and $f_{\text {hom }}^{q}$ be defined in (12.1.20) and (12.1.18) respectively. Assume that (12.1.22) and (12.7.1) hold. For every $\varepsilon>0, \Omega \in \mathcal{A}_{0}$ convex, $\emptyset \neq \Gamma \subseteq \partial \Omega, c \in \mathbf{R}$, and $\mu \in \mathcal{M}(\bar{\Omega})$ let

$$
\begin{equation*}
i_{\varepsilon}(\Omega, \Gamma, \mu)= \tag{12.7.11}
\end{equation*}
$$

$$
\begin{aligned}
& =\inf \left\{\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u\right) d x+\int_{\bar{\Omega}} u d \mu: u \in u_{z_{0}}+c+W_{0, \Gamma}^{1, q}(\Omega)\right\} \\
& m_{\mathrm{hom}}(\Omega, \Gamma, \mu)= \\
& =\min \left\{\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\bar{\Omega}} u d \mu: u \in u_{z_{0}}+c+W_{0, \Gamma}^{1, p}(\Omega)\right\},
\end{aligned}
$$

and let $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq u_{z_{0}}+c+W_{0, \Gamma}^{1, q}(\Omega)$ be such that

$$
\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u_{h}\right) d x+\int_{\bar{\Omega}} u_{h} d \mu-i_{\varepsilon}(\Omega, \Gamma, \mu)\right)=0
$$

Then $f_{\text {hom }}^{q}$ is convex and satisfies (12.7.2), $\left\{i_{\varepsilon}(\Omega, \Gamma, \mu)\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow 0^{+}$to $m_{\mathrm{hom}}(\Omega, \Gamma, \mu),\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ has cluster points in $L^{\infty}(\Omega)$ as $\varepsilon \rightarrow 0^{+}$, and every such point is a solution of $m_{\mathrm{hom}}(\Omega, \Gamma, \mu)$.

Moreover, if $q=p$ and (12.1.23) too holds, then $\mathrm{sc}^{-} f_{\mathrm{hom}}^{p}=f_{\mathrm{hom}}^{p}$, for every $z \in \mathbf{R}^{n}$ the infimum in the definition of $f_{\text {hom }}^{p}(z)$ is attained, problems in (12.7.11) have solutions, and for every $\varepsilon>0$ one can take as $u_{\varepsilon}$ a solution of $i_{\varepsilon}(\Omega, \Gamma, \mu)$.
Proof. The proof follows the same outlines of the one of Theorem 12.7.1 with the necessary changes.

In particular, if $F_{1 / \varepsilon}$ is defined in (12.1.3) for every $\varepsilon>0$ and $B$ is the functional introduced in the proof of Theorem 12.7.1, by considering Theorem 12.6.4 in place of Theorem 12.6.3, one first proves that

$$
\begin{gathered}
\Gamma^{-}\left(L^{\infty}(\Omega)\right) \lim _{\varepsilon \rightarrow 0^{+}}\left\{F_{1 / \varepsilon}\left(\Omega, \Gamma, u_{z_{0}}+c, u\right)+B(\Omega, u)\right\}= \\
= \begin{cases}\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\bar{\Omega}} u d \mu & \text { if } u \in u_{z_{0}}+c+W_{0, \Gamma}^{1, p}(\Omega) \\
+\infty & \text { if } u \in L^{\infty}(\Omega) \backslash u_{z_{0}}+c+W_{0, \Gamma}^{1, p}(\Omega)\end{cases}
\end{gathered}
$$

$$
\text { for every } u \in L^{\infty}(\Omega)
$$

and then, by using Proposition 4.4.3, that the functionals $u \in L^{\infty}(\Omega) \mapsto$ $F_{1 / \varepsilon}\left(\Omega, \Gamma, u_{z_{0}}+c, u\right)+B(\Omega, u)$ are equi-coercive.

## Chapter 13

## Homogenization of Unbounded Functionals with Special Constraints

In this chapter we examine the homogenization process for unbounded integral functionals when the constraints on the admissible deformations are not allowed to oscillate freely. We consider essentially the extreme case in which they are fixed, and the intermediate one in which they can oscillate, but with some restrictions.

In both the cases it is possible for us to prove results sharper than those of the previous chapter, and settle the homogenization process in the two settings of Sobolev and $B V$ spaces.
§13.1 Homogenization with Fixed Constraints: the Case of Neumann Boundary Conditions

In this section we start the study of homogenization problems when the constraints are fixed.

Thus, if $f$ is as in (12.0.1), we assume that

$$
\begin{equation*}
\operatorname{dom} f(x, \cdot)=C \text { for a.e. } x \in \mathbf{R}^{n} \tag{13.1.1}
\end{equation*}
$$

for some convex set $C$, not necessarily bounded, satisfying

$$
\begin{equation*}
\operatorname{int}(C) \neq \emptyset \tag{13.1.2}
\end{equation*}
$$

and that the following mild summability condition in the space variable

$$
\begin{equation*}
f(\cdot, z) \in L^{1}(Y) \text { for every } z \in C \tag{13.1.3}
\end{equation*}
$$

is fulfilled.
In this setting we are able to carry out the homogenization processes for Neumann, Dirichlet, and mixed problems under weak coerciveness assumptions. We refer to [CCDAG3] and [CCDAG4] for additional references on the subject.

Let $f$ be as in (12.0.1). For every $r \in] 0,+\infty\left[, q \in[1,+\infty],\left\{r_{h}\right\} \subseteq\right.$ $\left[0,+\infty\left[, \Omega \in \mathcal{A}_{0}, \Gamma \subseteq \partial \Omega\right.\right.$, and $u_{0} \in W_{\text {loc }}^{1,1}\left(\mathbf{R}^{n}\right)$ we define the following functionals on $L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$
(13.1.4) $\quad G_{r}(\Omega, \cdot): u \in L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right) \mapsto \begin{cases}\int_{\Omega} f(r x, \nabla u) d x & \text { if } u \in W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right) \\ +\infty & \text { otherwise },\end{cases}$

$$
\begin{gather*}
G_{r}\left(\Omega, \Gamma, u_{0}, \cdot\right): u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) \mapsto  \tag{13.1.5}\\
\begin{cases}\int_{\Omega} f(r x, \nabla u) d x & \text { if } u \in u_{0}+W_{0, \Gamma}^{1, q}(\Omega) \\
+\infty & \text { otherwise },\end{cases}
\end{gather*}
$$

and set

$$
\begin{align*}
& \left\{\begin{array}{l}
\widetilde{G}^{\prime}(\Omega, \cdot): u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) \mapsto \Gamma^{-}\left(L^{1}(\Omega)\right) \liminf _{h \rightarrow+\infty} G_{r_{h}}(\Omega, u) \\
\widetilde{G}^{\prime \prime}(\Omega, \cdot): u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) \mapsto \Gamma^{-}\left(L^{1}(\Omega)\right) \lim \sup _{h \rightarrow+\infty} G_{r_{h}}(\Omega, u),
\end{array}\right.  \tag{13.1.6}\\
& \left\{\begin{array}{r}
\widetilde{G}^{\prime}\left(\Omega, \Gamma, u_{0}, \cdot\right): u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) \mapsto \\
\Gamma^{-}\left(L^{1}(\Omega)\right) \lim \inf _{h \rightarrow+\infty} G_{r_{h}}\left(\Omega, \Gamma, u_{0}, u\right) \\
\begin{array}{c}
\widetilde{G}^{\prime \prime}\left(\Omega, \Gamma, u_{0}, \cdot\right): u \in L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right) \mapsto \\
\Gamma^{-}\left(L^{1}(\Omega)\right) \lim \sup _{h \rightarrow+\infty}
\end{array} G_{r_{h}}\left(\Omega, \Gamma, u_{0}, u\right) .
\end{array}\right.
\end{align*}
$$

Moreover, we also set

$$
\left\{\begin{array}{l}
G^{\prime}(\Omega, \cdot): u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) \mapsto \Gamma^{-}\left(L^{1}(\Omega)\right) \lim \inf _{h \rightarrow+\infty} G_{h}(\Omega, u)  \tag{13.1.8}\\
G^{\prime \prime}(\Omega, \cdot): u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) \mapsto \Gamma^{-}\left(L^{1}(\Omega)\right) \lim _{\sup _{h \rightarrow+\infty}} G_{h}(\Omega, u),
\end{array}\right.
$$

Because of (12.0.1) and of Proposition 3.4.1 it follows that

$$
\begin{equation*}
\widetilde{G}^{\prime}(\cdot, u), \widetilde{G}^{\prime \prime}(\cdot, u) \text { are increasing } \tag{13.1.9}
\end{equation*}
$$

$$
\text { for every } u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) \text {, and every }\left\{r_{h}\right\} \subseteq[0,+\infty[\text {, }
$$

and

$$
\begin{equation*}
\widetilde{G}^{\prime}(\Omega, \cdot), \widetilde{G}^{\prime \prime}(\Omega, \cdot) \text { are convex } \tag{13.1.10}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}$, and every $\left\{r_{h}\right\} \subseteq[0,+\infty[$.
Moreover, by using arguments analogous to those exploited in the proof of Proposition 12.1.1, it turns out that

$$
\begin{equation*}
\widetilde{G}_{-}^{\prime}\left(\Omega-x_{0}, T\left[x_{0}\right] u\right)=\widetilde{G}_{-}^{\prime}(\Omega, u), \widetilde{G}_{-}^{\prime \prime}\left(\Omega-x_{0}, T\left[x_{0}\right] u\right)=\widetilde{G}_{-}^{\prime \prime}(\Omega, u) \tag{13.1.11}
\end{equation*}
$$

for every $\left.\left\{r_{h}\right\} \subseteq\right] 0,+\infty\left[\right.$ increasing and diverging, $\Omega \in \mathcal{A}_{0}$,

$$
x_{0} \in \mathbf{R}^{n}, u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) .
$$

Lemma 13.1.1. Let $f$ be as in (12.0.1), $q \in[1,+\infty]$, and let $G^{\prime}, G^{\prime \prime}, \widetilde{G}^{\prime}$, and $\widetilde{G}^{\prime \prime}$ be defined in (13.1.8), and (13.1.6). Then

$$
G_{-}^{\prime}(\Omega, u) \leq \widetilde{G}_{-}^{\prime}(\Omega, u), \widetilde{G}_{-}^{\prime \prime}(\Omega, u) \leq G_{-}^{\prime \prime}(\Omega, u)
$$

for every $\left.\left\{r_{h}\right\} \subseteq\right] 0,+\infty\left[\right.$ diverging, $\Omega \in \mathcal{A}_{0}, u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$.
Proof. Follows as the one of Lemma 12.1.2. Actually, it is even simpler, because the consideration of $L^{1}$-convergence allows to drop the continuity assumptions on the limit functions required in Lemma 12.1.2.

In the present section we represent the limits defined in (13.1.8).
In the following result we assume that

$$
\begin{equation*}
\phi(z) \leq f(x, z) \leq a(x)+M \phi(z) \tag{13.1.12}
\end{equation*}
$$

for a.e. $x \in \mathbf{R}^{n}$, and every $z \in \mathbf{R}^{n}$
for some $\phi: \mathbf{R}^{n} \rightarrow[0,+\infty], a \in L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right) Y$-periodic, $M \geq 0$.
Lemma 13.1.2. Let $f$ be as in (12.0.1), $q \in[1,+\infty],\left\{r_{h}\right\} \subseteq[0,+\infty[$ be increasing and diverging, and $\widetilde{G}^{\prime}$ be defined in (13.1.8). Assume that i) $C \subseteq \mathbf{R}^{n}$ is convex satisfies (13.1.1) and (13.1.3), $0 \in \operatorname{ri}(C)$, and $\Omega \in \mathcal{A}_{0}$, $u \in \bar{W}_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right)$ are such that $\widetilde{G}_{-}^{\prime}(\Omega, u)<+\infty$, or that
ii) $f$ satisfies (13.1.12) for some $\phi: \mathbf{R}^{n} \rightarrow[0,+\infty[$ convex with $0 \in \operatorname{ri}(\operatorname{dom} \phi)$, $a \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) Y$-periodic, $M \geq 0$, and $\Omega \in \mathcal{A}_{0}, u \in W_{\mathrm{loc}}^{1,1}\left(\mathbf{R}^{n}\right)$ are such that $\widetilde{G}_{-}^{\prime}(\Omega, u)<+\infty$.
Then, for every $t \in\left[0,1\left[\right.\right.$, the integrals $\left\{\int . f\left(r_{h} x, t \nabla u\right) d x\right\}$ are equi-absolutely continuous in $\Omega$.
Proof. Let us first prove the lemma under the assumptions in i).
Since $\widetilde{G}_{-}^{\prime}(\Omega, u)<+\infty$, fixed $A \in \mathcal{A}_{0}$ with $A \subset \subset \Omega$, by (13.1.1) there exists $\left\{u_{k}\right\} \subseteq W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right)$ such that $u_{k} \rightarrow u$ in $L^{1}(A)$, and
for every $k \in \mathbf{N}, \nabla u_{k}(x) \in C$ for a.e. $x \in A$.

By (13.1.13), and an argument similar to the one exploited in the proof of Lemma 10.1.2, we obtain that $\nabla u(x) \in \bar{C}$ for a.e. $x \in A$, from which, letting $A$ increase to $\Omega$, we conclude that

$$
\begin{equation*}
\nabla u(x) \in \bar{C} \text { for a.e. } x \in \Omega \tag{13.1.14}
\end{equation*}
$$

We now fix $t \in[0,1[$, and observe that, since $0 \in \operatorname{ri}(C)$ and $\nabla u \in$ $\left(L^{\infty}(\Omega)\right)^{n},(13.1 .14)$, the convexity of $C$, and Proposition 1.1.5 provide the existence of $z_{1}, \ldots, z_{m} \in \operatorname{ri}(C)$ such that $t \nabla u(x) \in \operatorname{co}\left(\left\{z_{1}, \ldots, z_{m}\right\}\right)$ for a.e. $x \in \Omega$. Consequently, by the convexity of $f$, we deduce that

$$
f\left(r_{h} x, t \nabla u(x)\right) \leq \sum_{j=1}^{m} f\left(r_{h} x, \bar{z}_{j}\right) \text { for a.e. } x \in \Omega, \text { every } h \in \mathbf{N}
$$

from which, together with (13.1.3) and the weak convergence in $L^{1}(\Omega)$ of $\left\{f\left(r_{h} \cdot, \bar{z}_{j}\right)\right\}$, the lemma under assumptions in i) follows.

Let us now assume that ii) holds. Then, fixed $A \in \mathcal{A}_{0}$ with $A \subset \subset \Omega$, there exist $\left\{h_{k}\right\} \subseteq \mathbf{N}$ strictly increasing, and $\left\{u_{k}\right\} \subseteq W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right)$ such that $u_{k} \rightarrow u$ in $L^{1}(A)$, and

$$
\liminf _{k \rightarrow+\infty} \int_{A} f\left(r_{h_{k}} x, \nabla u_{k}\right) d x \leq \widetilde{G}^{\prime}(A, u) \leq \widetilde{G}_{-}^{\prime}(\Omega, u)<+\infty
$$

from which, making use of the left-hand side of (13.1.12), and of the $L^{1}(A)$ lower semicontinuity of $v \in W_{\mathrm{loc}}^{1,1}\left(\mathbf{R}^{n}\right) \mapsto \int_{A} \mathrm{sc}^{-} \phi(\nabla v) d x$ ensured by Theorem 7.4.6, it turns out that

$$
\begin{gathered}
\int_{A} \mathrm{sc}^{-} \phi(\nabla u) d x \leq \liminf _{k \rightarrow+\infty} \int_{A} \mathrm{sc}^{-} \phi\left(\nabla u_{k}\right) d x \leq \liminf _{k \rightarrow+\infty} \int_{A} \phi\left(\nabla u_{k}\right) d x \leq \\
\leq \liminf _{k \rightarrow+\infty} \int_{A} f\left(r_{h_{k}} x, \nabla u_{k}\right) d x \leq \widetilde{G}_{-}^{\prime}(\Omega, u)<+\infty \\
\text { for every } A \in \mathcal{A}_{0} \text { with } A \subset \subset \Omega
\end{gathered}
$$

and therefore that

$$
\begin{equation*}
\int_{\Omega} \mathrm{sc}^{-} \phi(\nabla u) d x<+\infty \tag{13.1.15}
\end{equation*}
$$

Let us now fix $t \in[0,1[$. By (13.1.15), once we observe that dom $\phi$ convex, $0 \in \operatorname{ri}(\operatorname{dom} \phi)$, and ri $(\operatorname{dom} \phi)=\operatorname{ri}\left(\operatorname{domsc}^{-} \phi\right)$, we get that $t \nabla u(x) \in$ ri $\left(\right.$ domsc ${ }^{-} \phi$ ) for a.e. $x \in \Omega$, and consequently, by the convexity of $\phi$, that $\mathrm{sc}^{-} \phi(t \nabla u(x))=\phi(t \nabla u(x))$ for a.e. $x \in \Omega$. Because of this, the right-hand side of (13.1.12), and again the convexity of $\phi$ provide that

$$
f\left(r_{h} x, t \nabla u(x)\right) \leq a\left(r_{h} x\right)+M \phi(t \nabla u(x))=a\left(r_{h} x\right)+M \mathrm{sc}^{-} \phi(t \nabla u(x)) \leq
$$

$$
\begin{gathered}
\leq a\left(r_{h} x\right)+M t \operatorname{sc}^{-} \phi(\nabla u(x))+M(1-t) \phi(0) \\
\text { for a.e. } x \in \Omega, \text { and every } h \in \mathbf{N}
\end{gathered}
$$

from which, together with (13.1.15), the weak convergence in $L^{1}(\Omega)$ of $\left\{a\left(r_{h} \cdot\right)\right\}$, and the finiteness of $\phi(0)$, the lemma follows also under assumptions in ii).

Lemma 13.1.3. Let $f$ be as in (12.0.1), $q \in[1,+\infty]$, and $f_{\text {hom }}^{q}$ be defined in (12.1.18). Let $C \subseteq \mathbf{R}^{n}$ be such that (13.1.1), and (13.1.3) hold. Then

$$
C \subseteq \operatorname{dom}\left(f_{\mathrm{hom}}^{q}\right) \subseteq \bar{C}
$$

Proof. By (13.1.3) it follows trivially that

$$
f_{\mathrm{hom}}^{q}(z) \leq \int_{Y} f(y, z) d y<+\infty \text { for every } z \in C
$$

from which the left-hand side inequality follows.
Let now $z \in \operatorname{dom}\left(f_{\text {hom }}^{q}\right)$. Then there exists $v \in W_{\mathrm{per}}^{1, q}(Y)$ such that $\int_{Y} f(y, z+\nabla v) d y<+\infty$. Consequently, by (13.1.1), it follows that

$$
\begin{equation*}
z+\nabla v(y) \in C \text { for a.e. } y \in Y \tag{13.1.16}
\end{equation*}
$$

Since $\bar{C}$ is closed and convex, there exist two families $\left\{\alpha_{\theta}\right\}_{\theta \in \mathcal{T}} \subseteq \mathbf{R}^{n}$, and $\left\{\beta_{\theta}\right\}_{\theta \in \mathcal{T}} \subseteq \mathbf{R}$ such that $\zeta \in \bar{C}$ if and only if $\alpha_{\theta} \cdot \zeta+\beta_{\theta} \geq 0$ for every $\theta \in \mathcal{T}$. Therefore, by (13.1.16), we obtain that

$$
\begin{equation*}
\alpha_{\theta} \cdot \int_{Y}(z+\nabla v) d y+\beta_{\theta} \geq 0 \text { for every } \theta \in \mathcal{T} \tag{13.1.17}
\end{equation*}
$$

By (13.1.17), the Gauss-Green Theorem, and the $Y$-periodicity of $v$ we deduce that

$$
\alpha_{\theta} \cdot z+\alpha_{\theta} \cdot \int_{\partial Y} \gamma_{Y} v \mathbf{n}_{Y} d \mathcal{H}^{n-1}+\beta_{\theta}=\alpha_{\theta} \cdot z+\beta_{\theta} \geq 0 \text { for every } \theta \in \mathcal{T}
$$

from which we conclude that

$$
\operatorname{dom}\left(f_{\mathrm{hom}}^{q}\right) \subseteq \bar{C}
$$

Proposition 13.1.4. Let $f$ be as in (12.0.1), $q \in[1,+\infty]$, and let $f_{\text {hom }}^{q}$ be defined in (12.1.18), and $\tilde{f}_{\text {hom }}^{q}$ in (12.1.1). Let $C \subseteq \mathbf{R}^{n}$ be convex such that (13.1.1), and (13.1.3) hold. Then

$$
\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(z)=\mathrm{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(z) \text { for every } z \in \mathbf{R}^{n}
$$

Proof. Since $f_{\text {hom }}^{q} \leq \tilde{f}_{\text {hom }}^{q}$, it is clear that

$$
\begin{equation*}
\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(z) \leq \mathrm{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(z) \text { for every } z \in \mathbf{R}^{n} \tag{13.1.18}
\end{equation*}
$$

To prove the reverse inequality we first take $z \in \operatorname{ri}(C)$. Then by Lemma 13.1.3, the convexity of $f_{\text {hom }}^{q}$, and Theorem 1.1.17 it follows that $\operatorname{sc}^{-} f_{\text {hom }}^{q}(z)=f_{\text {hom }}^{q}(z)$. Because of this, we can assume that $f_{\text {hom }}^{q}(z)<+\infty$, so that for every $\varepsilon>0$ there exists $u \in W_{\text {per }}^{1, q}(Y)$ such that

$$
f_{\mathrm{hom}}^{q}(z)+\varepsilon \geq \int_{Y} f(y, z+\nabla u) d y .
$$

For every $k \in \mathbf{N}$ set $u_{k}=\max \{\min \{u, k\},-k\}$. Then $u_{k} \in W_{\text {per }}^{1, q}(Y) \cap$ $L^{\infty}(Y)$, and

$$
\begin{aligned}
f_{\text {hom }}^{q}(z)+\varepsilon & \geq \int_{Y} f\left(y, z+\nabla u_{k}\right) d y-\int_{\{y \in Y:|u(y)| \geq k\}} f(y, z) d y \geq \\
& \geq \tilde{f}_{\text {hom }}^{q}(z)-\int_{\{y \in Y:|u(y)| \geq k\}} f(y, z) d y
\end{aligned}
$$

from which, letting first $k$ diverge and then $\varepsilon$ go to 0 , and by taking into account (13.1.3), we conclude that

$$
\begin{equation*}
f_{\mathrm{hom}}^{q}(z) \geq \tilde{f}_{\mathrm{hom}}^{q}(z) \geq \mathrm{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(z) \text { for every } z \in \operatorname{ri}(C) . \tag{13.1.19}
\end{equation*}
$$

By the convexity of $f_{\text {hom }}^{q}$, Proposition 1.3.1, (1.3.8) of Proposition 1.3.2, and (13.1.19) we thus have that

$$
\begin{equation*}
\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(z)=\lim _{t \rightarrow 1^{-}} f_{\mathrm{hom}}^{q}\left(t z+(1-t) z_{0}\right) \geq \tag{13.1.20}
\end{equation*}
$$

$\geq \operatorname{liminf~sc}_{t \rightarrow 1^{-}} \tilde{f}_{\text {hom }}^{q}\left(t z+(1-t) z_{0}\right) \geq \mathrm{sc}^{-} \tilde{f}_{\text {hom }}^{q}(z)$ for every $z_{0} \in \operatorname{ri}(C), z \in \bar{C}$.
In addition, by Lemma 13.1.3, it follows that $f_{\text {hom }}^{q}(z)=+\infty$ for every $z \in \mathbf{R}^{n} \backslash \bar{C}$, from which we conclude that

$$
\begin{equation*}
\operatorname{sc}^{-} f_{\mathrm{hom}}^{q}(z)=+\infty \text { for every } z \in \mathbf{R}^{n} \backslash \bar{C} \tag{13.1.21}
\end{equation*}
$$

By (13.1.18), (13.1.20), and (13.1.21), the proof follows.
In the sequel, given $f$ as in (12.0.1), we consider, for every $q \in[1,+\infty]$, $h \in \mathbf{N}$, and $\Omega \in \mathcal{A}_{0}$, the following functionals on $L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$

$$
F_{h}(\Omega, \cdot): u \in L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right) \mapsto G_{h}(\Omega, u),
$$

where, for every $h \in \mathbf{N}, G_{h}$ is defined in (13.1.4), and their limits

$$
\left\{\begin{array}{l}
F^{\prime}(\Omega, \cdot): u \in L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right) \mapsto \Gamma^{-}\left(L^{\infty}(\Omega)\right) \liminf _{h \rightarrow+\infty} F_{h}(\Omega, u)  \tag{13.1.22}\\
F^{\prime \prime}(\Omega, \cdot): u \in L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right) \mapsto \Gamma^{-}\left(L^{\infty}(\Omega)\right) \limsup _{h \rightarrow+\infty} F_{h}(\Omega, u)
\end{array}\right.
$$

Lemma 13.1.5. Let $f$ be as in (12.0.1), $q \in[1,+\infty], G^{\prime}, G^{\prime \prime}$ be defined in (13.1.8), and $F^{\prime}, F^{\prime \prime}$ in (13.1.22). Then,
i) if $C \subseteq \mathbf{R}^{n}$ is convex, and satisfies (13.1.1) and (13.1.3), it results that

$$
F^{\prime}(\Omega, u)=G^{\prime}(\Omega, u) \text { for every } \Omega \in \mathcal{A}_{0}, u \in W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right)
$$

ii) if $f$ satisfies (13.1.12) for some $\phi: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex, $a \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$ $Y$-periodic, and $M \geq 0$, it results that

$$
F^{\prime \prime}(\Omega, u)=G^{\prime \prime}(\Omega, u) \text { for every } \Omega \in \mathcal{A}_{0}, u \in W_{\operatorname{loc}}^{1,1}\left(\mathbf{R}^{n}\right) \cap L^{\infty}(\Omega)
$$

Proof. We prove only part i) of the lemma, the proof of the other being similar.

First of all, let us observe that it is not restrictive to assume that

$$
\begin{equation*}
0 \in \operatorname{ri}(C) \tag{13.1.23}
\end{equation*}
$$

otherwise, taken $z_{0} \in \operatorname{ri}(C)$, we only have to consider the function $(x, z) \in$ $\mathbf{R}^{n} \times \mathbf{R}^{n} \mapsto f\left(x, z_{0}+z\right)$ in place of $f$.

Let $\Omega \in \mathcal{A}_{0}, u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$. Let us first prove that

$$
\begin{equation*}
F^{\prime}(\Omega, u) \leq G^{\prime}(\Omega, u) \tag{13.1.24}
\end{equation*}
$$

To do this, we can assume that $G^{\prime}(\Omega, u)<+\infty$, and observe that, by (13.1.23), (13.1.1), and (13.1.3) it follows that $G^{\prime}(\Omega, 0)<+\infty$ too.

Let $t \in\left[0,1\left[\right.\right.$. Then the finiteness of $G^{\prime}(\Omega, u)$ and of $G^{\prime}(\Omega, 0)$, and (13.1.10) yield that $G^{\prime}(\Omega, t u)<+\infty$ too. Consequently, there exists $\left\{v_{t, h}\right\}$ $\subseteq L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$ such that $v_{t, h} \rightarrow t u$ in $L^{1}(\Omega)$, and

$$
G^{\prime}(\Omega, t u)=\liminf _{h \rightarrow+\infty} G_{h}\left(\Omega, v_{t, h}\right)
$$

Then it is easy to produce $\left\{h_{k}(t)\right\} \subseteq \mathbf{N}$ strictly increasing such that, setting for every $k \in \mathbf{N} u_{t, k}=v_{t, h_{k}(t)}$, it results that $u_{t, k} \in W_{\mathrm{loc}}^{1, q}\left(\mathbf{R}^{n}\right)$ for every $k \in \mathbf{N}, u_{t, k} \rightarrow t u$ in $L^{1}(\Omega)$, in measure in $\Omega$ and a.e. in $\Omega$, and

$$
\begin{equation*}
G^{\prime}(\Omega, t u)=\liminf _{k \rightarrow+\infty} \int_{\Omega} f\left(h_{k}(t) x, \nabla u_{t, k}\right) d x \tag{13.1.25}
\end{equation*}
$$

For every $\varepsilon>0$ let $\vartheta_{\varepsilon} \in C^{1}(\mathbf{R})$ be such that $0 \leq \vartheta_{\varepsilon}^{\prime} \leq 1$, and

$$
\vartheta_{\varepsilon}(s)= \begin{cases}-2 \varepsilon & \text { if } s<-3 \varepsilon \\ s & \text { if }-\varepsilon \leq s \leq \varepsilon \\ 2 \varepsilon & \text { if } s>3 \varepsilon\end{cases}
$$

and set, for every $k \in \mathbf{N}, w_{t, k}=t u+\vartheta_{\varepsilon}\left(u_{t, k}-t u\right)$.
It is clear that $w_{t, k} \in W_{\mathrm{loc}}^{1, q}\left(\mathbf{R}^{n}\right) \cap L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right)$ for every $k \in \mathbf{N}$, and that $w_{t, k} \rightarrow t u$ in $L^{\infty}(\Omega)$. Moreover, by the convexity of $f$, (13.1.25), Lemma 13.1.2, and (13.1.10), we have

$$
\begin{align*}
& \qquad F^{\prime}(\Omega, t u) \leq \liminf _{k \rightarrow+\infty} \int_{\Omega} f\left(h_{k}(t) x, \nabla w_{t, k}\right) d x \leq  \tag{13.1.26}\\
& \leq \limsup _{k \rightarrow+\infty} \int_{\Omega} \vartheta_{\varepsilon}^{\prime}\left(u_{t, k}-t u\right) f\left(h_{k}(t) x, \nabla u_{t, k}\right) d x+ \\
& +\limsup _{k \rightarrow+\infty} \int_{\left\{x \in \Omega:\left|u_{t, k}(x)-t u(x)\right|>\varepsilon\right\}} f\left(h_{k}(t) x, t \nabla u\right) d x \leq \\
& \leq G^{\prime}(\Omega, t u)+\rho_{\varepsilon} \leq t G^{\prime}(\Omega, u)+(1-t) G^{\prime}(\Omega, 0)+\rho_{\varepsilon} \\
& \text { for every } t \in[0,1[, \varepsilon>0,
\end{align*}
$$

where $\rho_{\varepsilon} \geq 0$ for every $\varepsilon>0$, and $\lim _{\varepsilon \rightarrow 0} \rho_{\varepsilon}=0$.
In conclusion, once we observe that $t u \rightarrow u$ in $L^{1}(\Omega)$ as $t \rightarrow 1^{-}$, by (13.1.26) and Proposition 3.3.2, letting first $\varepsilon$ go to 0 , and then $t$ increase to $1,(13.1 .24)$ follows.

Because of (13.1.24), the proof follows, being obvious that $G^{\prime}(\Omega, u) \leq$ $F^{\prime}(\Omega, u)$.

Proposition 13.1.6. Let $f$ be as in (12.0.1), $q \in[1,+\infty]$, $f_{\text {hom }}^{q}$ be defined in (12.1.18), and $G^{\prime}$ and $G^{\prime \prime}$ in (13.1.8). Let $C \subseteq \mathbf{R}^{n}$ be convex such that (13.1.1) $\div(13.1 .3)$ hold. Then $f_{\text {hom }}^{q}$ is convex, and

$$
\begin{gathered}
G_{-}^{\prime}(\Omega, u)=G_{-}^{\prime \prime}(\Omega, u)=\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\Omega}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| \\
\text { for every } \Omega \in \mathcal{A}_{0}, u \in B V\left(\mathbf{R}^{n}\right)
\end{gathered}
$$

Proof. As usual, it is not restrictive to assume that $0 \in \operatorname{int}(C)$.
Let $F^{\prime}$ and $F^{\prime \prime}$ be defined in (13.1.22), $\tilde{f}_{\text {hom }}^{q}$ in (12.1.1), and, for every $z_{0} \in \mathbf{R}^{n}, \widetilde{C}^{q}\left(z_{0}\right)$ in (11.2.2). Then by i) of Lemma 13.1.5 we get that

$$
\begin{align*}
& F^{\prime}(\Omega, u)=G^{\prime}(\Omega, u) \leq G^{\prime \prime}(\Omega, u) \leq F^{\prime \prime}(\Omega, u)  \tag{13.1.27}\\
& \text { for every } \Omega \in \mathcal{A}_{0}, u \in W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right)
\end{align*}
$$

We now observe that (12.0.1) implies the convexity of $f_{\text {hom }}^{q}$, and that, by using (13.1.3), it is easy to prove that $C \cap(-C) \subseteq \widetilde{C}^{q}(0)$, from which, together with (13.1.2), we infer that $\operatorname{int}\left(\widetilde{C}^{q}(0)\right) \neq \emptyset$. Hence, by Proposition 12.6.1, we obtain that

$$
\begin{equation*}
F_{-}^{\prime}(\Omega, u)=F_{-}^{\prime \prime}(\Omega, u)=\int_{\Omega} \mathrm{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(\nabla u) d x \tag{13.1.28}
\end{equation*}
$$

$$
\text { for every } \Omega \in \mathcal{A}_{0}, u \in W_{\mathrm{loc}}^{1, \infty}\left(\mathbf{R}^{n}\right) \text {. }
$$

On the other side, Proposition 13.1.4 holds. Then because of (13.1.27), (13.1.28), and Proposition 13.1.4 we conclude that

$$
\begin{align*}
& G_{-}^{\prime}(\Omega, u)=G_{-}^{\prime \prime}(\Omega, u)=\int_{\Omega} \operatorname{sc}^{-} f_{\text {hom }}^{q}(\nabla u) d x  \tag{13.1.29}\\
& \text { for every } \Omega \in \mathcal{A}_{0}, u \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right) .
\end{align*}
$$

In conclusion, by (13.1.11), (13.1.10), Proposition 3.3.2, and (13.1.29), a double application of the first part of Proposition 8.4.2 to sc ${ }^{-} f_{\text {hom }}^{q} \mathcal{E}_{0}=$ $\mathcal{E}=\mathcal{A}_{0}$, and $F$ equal to the restriction of $G_{-}^{\prime}$ to $\mathcal{A}_{0} \times C^{\infty}\left(\mathbf{R}^{n}\right)$, and to $\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}, \mathcal{E}_{0}=\mathcal{E}=\mathcal{A}_{0}$, and $F$ equal to the restriction of $G_{-}^{\prime \prime}$ to $\mathcal{A}_{0} \times$ $C^{\infty}\left(\mathbf{R}^{n}\right)$ completes the proof.

Theorem 13.1.7. Let $f$ be as in (12.0.1), $q \in[1,+\infty], f_{\text {hom }}^{q}$ be defined in (12.1.18), and $G_{r}$ in (13.1.4) for every $\left.r \in\right] 0,+\infty\left[\right.$. Let $C \subseteq \mathbf{R}^{n}$ be convex such that (13.1.1) $\div(13.1 .3)$ hold. Then $f_{\text {hom }}^{q}$ is convex, and

$$
\begin{gathered}
\Gamma^{-}\left(L^{1}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}(\Omega, u)=\Gamma^{-}\left(L^{1}(\Omega)\right) \limsup _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}(\Omega, u)= \\
=\int_{\Omega} \operatorname{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\Omega}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| \\
\text { for every } \Omega \in \mathcal{A}_{0} \text { convex, } u \in B V(\Omega) .
\end{gathered}
$$

Proof. Let $G^{\prime}$ and $G^{\prime \prime}$ be given by (13.1.8). Then, by Lemma 13.1.1, Proposition 3.2.3, and Proposition 3.2.6, it follows that

$$
\begin{aligned}
& G_{-}^{\prime}(\Omega, u) \leq \sup \left\{\Gamma^{-}\left(L^{1}(A)\right) \liminf _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}(A, u): A \subset \subset \Omega\right\} \leq \\
& \leq \sup \left\{\Gamma^{-}\left(L^{1}(A)\right) \limsup _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}(A, u): A \subset \subset \Omega\right\} \leq G_{-}^{\prime \prime}(\Omega, u) \\
& \text { for every } \Omega \in \mathcal{A}_{0}, u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) .
\end{aligned}
$$

Consequently, by making use of Proposition 13.1.6, we infer that

$$
\begin{align*}
& \quad \sup \left\{\Gamma^{-}\left(L^{1}(A)\right) \liminf _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}(A, u): A \subset \subset \Omega\right\}=  \tag{13.1.30}\\
& =\sup \left\{\Gamma^{-}\left(L^{1}(A)\right) \limsup _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}(A, u): A \subset \subset \Omega\right\}= \\
& =\int_{\Omega} \operatorname{sc}^{-} f_{\text {hom }}^{q}(\nabla u) d x+\int_{\Omega}\left(\operatorname{sc}^{-} f_{\text {hom }}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|
\end{align*}
$$

$$
\text { for every } \Omega \in \mathcal{A}_{0}, u \in B V\left(\mathbf{R}^{n}\right) \text {. }
$$

To complete the proof, let us verify that $\Gamma^{-}\left(L^{1}(\cdot)\right) \liminf _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}$ and $\Gamma^{-}\left(L^{1}(\cdot)\right) \lim \sup _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}$ fulfil the assumptions of Proposition 2.7.4 with $\mathcal{O}=\mathcal{A}_{0}$, and $U=B V\left(\mathbf{R}^{n}\right)$.

By (13.1.9) they are increasing. Moreover, since $T\left[-x_{0}\right] O_{t} T\left[x_{0}\right] u \rightarrow$ $u$ in $L^{1}(\Omega)$ as $t \rightarrow 1^{-}$for every $\Omega \in \mathcal{A}_{0}, x_{0} \in \mathbf{R}^{n}, u \in B V\left(\mathbf{R}^{n}\right)$, by Proposition 3.3.2, (2.7.2) follows. Finally, because of (13.1.30), (2.7.3) too holds. Consequently, Proposition 2.7.4 applies, and (13.1.30) yields

$$
\begin{gathered}
\Gamma^{-}\left(L^{1}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}(\Omega, u)=\Gamma^{-}\left(L^{1}(\Omega)\right) \underset{\varepsilon \rightarrow 0^{+}}{\limsup } G_{1 / \varepsilon}(\Omega, u)= \\
=\int_{\Omega} \operatorname{sc}^{-} f_{\text {hom }}^{q}(\nabla u) d x+\int_{\Omega}\left(\operatorname{sc}^{-} f_{\text {hom }}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| \\
\text { for every } \Omega \in \mathcal{A}_{0} \text { convex, } u \in B V\left(\mathbf{R}^{n}\right),
\end{gathered}
$$

from which the proof follows, once we recall that, due to the smoothness of $\partial \Omega$, the null extension of an element of $B V(\Omega)$ is in $B V\left(\mathbf{R}^{n}\right)$.

## §13.2 Homogenization with Fixed Constraints: the Case of Dirichlet Boundary Conditions

In this section we want to prove identity between the limits in (13.1.7) when $\Gamma=\partial \Omega$, and an integral representation result for their common value.
Lemma 13.2.1. Let $f$ be as in (12.0.1), $q \in[1,+\infty],\left\{r_{h}\right\} \subseteq[0,+\infty[$ be increasing and diverging, $\Omega \in \mathcal{A}_{0}, z_{0} \in \mathbf{R}^{n}$ such that $\int_{Y} f\left(y, z_{0}\right) d y<+\infty$ and let $\widetilde{G}^{\prime}$ be defined in (13.1.6), and $\widetilde{G}^{\prime}(\Omega, \partial \Omega, \cdot, \cdot)$ in (13.1.7). Then

$$
\widetilde{G}^{\prime}\left(\Omega^{\prime}, u\right)-\mathcal{L}^{n}\left(\Omega^{\prime} \backslash \Omega\right) \int_{Y} f\left(y, z_{0}\right) d y \leq \widetilde{G}^{\prime}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)
$$

for every $\Omega^{\prime} \in \mathcal{A}_{0}$ with $\Omega \subset \subset \Omega^{\prime}, c \in \mathbf{R}$, $u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right)$ with $u=u_{z_{0}}+c$ a.e. in $\Omega^{\prime} \backslash \Omega$.
Proof. Let $\Omega^{\prime}, c, u$ be as above. We can obviously assume that $\widetilde{G}^{\prime}(\Omega, \partial \Omega$, $\left.u_{z_{0}}+c, u\right)<+\infty$, so that there exists $\left\{u_{h}\right\} \subseteq u_{z_{0}}+c+W_{0}^{1, q}(\Omega)$ such that $u_{h} \rightarrow u$ in $L^{1}(\Omega)$, and

$$
\begin{equation*}
\widetilde{G}^{\prime}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)=\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(r_{h} x, \nabla u_{h}\right) d x . \tag{13.2.1}
\end{equation*}
$$

It is obvious that, for every $h \in \mathbf{N}, u_{h}$ can be thought as an element of $u_{z_{0}}+c+W_{0}^{1, q}\left(\Omega^{\prime}\right)$ once we extend it by $u_{z_{0}}+c$ out of $\Omega$. Therefore $u_{h} \rightarrow u$ in $L^{1}\left(\Omega^{\prime}\right)$, and by Theorem 2.2.9 and (13.2.1), it follows that

$$
\widetilde{G}^{\prime}\left(\Omega^{\prime}, u\right) \leq \liminf _{h \rightarrow+\infty} \int_{\Omega^{\prime}} f\left(r_{h} x, \nabla u_{h}\right) d x \leq
$$

$$
\begin{aligned}
& \leq \widetilde{G}^{\prime}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)+\limsup _{h \rightarrow+\infty} \int_{\Omega^{\prime} \backslash \Omega} f\left(r_{h} x, z_{0}\right) d x= \\
& =\widetilde{G}^{\prime}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)+\mathcal{L}^{n}\left(\Omega^{\prime} \backslash \Omega\right) \int_{Y} f\left(y, z_{0}\right) d y
\end{aligned}
$$

which proves the lemma.

To prove the next result, it is convenient to introduce for every $u_{0} \in$ $W_{\text {loc }}^{1,1}\left(\mathbf{R}^{n}\right)$ and $q \in[1,+\infty]$, the functional

$$
\begin{gather*}
G_{\mathrm{hom}}\left(\Omega, u_{0}, \cdot\right): u \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) \mapsto  \tag{13.2.2}\\
\begin{cases}\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x & \text { if } u \in u_{0}+W_{0}^{1, \infty}(\Omega) \\
+\infty & \text { otherwise },\end{cases}
\end{gather*}
$$

where $f_{\text {hom }}^{q}$ is defined in (12.1.18).
Lemma 13.2.2. Let $f$ be as in (12.0.1), $q \in[1,+\infty],\left\{r_{h}\right\} \subseteq[0,+\infty[$ be increasing and diverging, $f_{\text {hom }}^{q}$ be defined in (12.1.18), $\widetilde{G}^{\prime}$ and $\widetilde{G}^{\prime \prime}$ in (13.1.7), and $G_{\text {hom }}$ in (13.2.2). Let $C \subseteq \mathbf{R}^{n}$ be convex such that (13.1.1) $\div(13.1 .3)$ hold. Then $f_{\text {hom }}^{q}$ is convex and

$$
\begin{gathered}
\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\Omega}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+ \\
+\int_{\partial \Omega}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\left(u_{z_{0}}+c-\gamma_{\Omega} u\right) \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1} \leq \widetilde{G}^{\prime}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right) \leq \\
\leq \widetilde{G}^{\prime \prime}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right) \leq \operatorname{sc}^{-}\left(L^{1}(\Omega)\right) G_{\mathrm{hom}}\left(\Omega, u_{z_{0}}+c, u\right)
\end{gathered}
$$

for every $\Omega \in \mathcal{A}_{0}$ with Lipschitz boundary, $z_{0} \in C, c \in \mathbf{R}, u \in B V(\Omega)$.
Proof. Let $\tilde{f}_{\text {hom }}^{q}$, and, for every $z_{0} \in \mathbf{R}^{n}, \widetilde{C}^{q}\left(z_{0}\right)$ be defined in (12.1.1), and (11.2.2) respectively. For every $h \in \mathbf{N}, \Omega \in \mathcal{A}_{0}$, and $u_{0} \in W_{\mathrm{loc}}^{1,1}\left(\mathbf{R}^{n}\right)$ we define the following functionals on $L_{\text {loc }}^{\infty}\left(\mathbf{R}^{n}\right)$

$$
F_{h}\left(\Omega, \partial \Omega, u_{0}, \cdot\right): u \in L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right) \mapsto G_{r_{h}}\left(\Omega, \partial \Omega, u_{0}, u\right),
$$

and their limits

$$
\left\{\begin{aligned}
& F^{\prime}\left(\Omega, \partial \Omega, u_{0}, \cdot\right): u \in L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right) \stackrel{\Gamma}{\Gamma^{-}}\left(L^{\infty}(\Omega)\right) \liminf _{h \rightarrow+\infty} F_{h}\left(\Omega, \partial \Omega, u_{0}, u\right) \\
& F^{\prime \prime}\left(\Omega, \partial \Omega, u_{0}, \cdot\right): u \in L_{\mathrm{loc}}^{\infty}\left(\mathbf{R}^{n}\right) \mapsto \\
& \Gamma^{-}\left(L^{\infty}(\Omega)\right) \lim \sup _{h \rightarrow+\infty} F_{h}\left(\Omega, \partial \Omega, u_{0}, u\right) .
\end{aligned}\right.
$$

We now observe that, since $C \cap\left(2 z_{0}-C\right) \subseteq \widetilde{C}^{q}\left(z_{0}\right)$, then $\operatorname{int}\left(\widetilde{C}^{q}\left(z_{0}\right)\right) \neq$ $\emptyset$ for every $z_{0} \in \operatorname{int}(C)$, therefore by Theorem 12.6.2, and Proposition 13.1.4 we conclude that

$$
\begin{equation*}
\widetilde{G}^{\prime \prime}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right) \leq \tag{13.2.3}
\end{equation*}
$$

$$
\leq F^{\prime \prime}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)=\int_{\Omega} \mathrm{sc}^{-} \tilde{f}_{\mathrm{hom}}^{q}(\nabla u) d x=\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x
$$

for every $\Omega \in \mathcal{A}_{0}, z_{0} \in \operatorname{int}(C), c \in \mathbf{R}, u \in u_{z_{0}}+c+W_{0}^{1, \infty}(\Omega)$.
Let now $\Omega \in \mathcal{A}_{0}$ have Lipschitz boundary, $z_{0} \in C, c \in \mathbf{R}$, and $u \in$ $B V(\Omega)$. Let us extend $u$ in $\mathbf{R}^{n} \backslash \Omega$, and call again with $u$ such extension, by defining $u=u_{z_{0}}+c$ in $\mathbf{R}^{n} \backslash \Omega$, so that $u \in B V_{\text {loc }}\left(\mathbf{R}^{n}\right)$. Let $\left\{u_{h}\right\} \subseteq$ $u_{z_{0}}+c+W_{0}^{1, \infty}(\Omega)$ be such that $u_{h} \rightarrow u$ in $L^{1}(\Omega)$, and

$$
\begin{equation*}
\operatorname{sc}^{-}\left(L^{1}(\Omega)\right) G_{\mathrm{hom}}\left(\Omega, u_{z_{0}}+c, u\right) \geq \lim _{h \rightarrow+\infty} \int_{\Omega} \operatorname{sc}^{-} f_{\mathrm{hom}}^{q}\left(\nabla u_{h}\right) d x . \tag{13.2.4}
\end{equation*}
$$

Then, by Proposition 13.1.6, Lemma 13.1.1, Lemma 13.2.1, Proposition 3.3.2, (13.2.3), and (13.2.4), we have that

$$
\begin{align*}
& \int_{\Omega^{\prime}} \operatorname{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\Omega^{\prime}}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|-  \tag{13.2.5}\\
& \quad-\mathcal{L}^{n}\left(\Omega^{\prime} \backslash \Omega\right) \int_{Y} f\left(y, z_{0}\right) d y \leq \\
& \leq \widetilde{G}^{\prime}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right) \leq \widetilde{G}^{\prime \prime}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right) \leq
\end{align*}
$$

$$
\leq \liminf _{h \rightarrow+\infty} \widetilde{G}^{\prime \prime}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u_{h}\right) \leq \liminf _{h \rightarrow+\infty} \int_{\Omega} \operatorname{sc}^{-} f_{\mathrm{hom}}^{q}\left(\nabla u_{h}\right) d x \leq
$$

$$
\leq \operatorname{sc}^{-}\left(L^{1}(\Omega)\right) G_{\mathrm{hom}}\left(\Omega, u_{z_{0}}+c, u\right) \text { for every } \Omega^{\prime} \in \mathcal{A}_{0} \text { with } \Omega \subset \subset \Omega^{\prime} .
$$

In conclusion, once we observe that, as in (12.3.5), it follows that

$$
\begin{align*}
& \int_{\Omega^{\prime}} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\Omega^{\prime}}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|=  \tag{13.2.6}\\
= & \int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\mathcal{L}^{n}\left(\Omega^{\prime} \backslash \Omega\right) \mathrm{sc}^{-} f_{\text {hom }}^{q}\left(z_{0}\right)+
\end{align*}
$$

$$
+\int_{\Omega}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\int_{\partial \Omega}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\left(u_{z_{0}}+c-\gamma_{\Omega} u\right) \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1}
$$

for every $\Omega^{\prime} \in \mathcal{A}_{0}$ with $\Omega \subset \subset \Omega^{\prime}$,
and that $\mathrm{sc}^{-} f_{\text {hom }}^{q}\left(z_{0}\right) \leq f_{\text {hom }}^{q}\left(z_{0}\right)<+\infty$ by Lemma 13.1.3, the proof follows from (13.2.5), (13.2.6), and (13.1.3) letting $\Omega^{\prime}$ decrease to $\Omega$.

Theorem 13.2.3. Let $f$ be as in (12.0.1), $q \in[1,+\infty], f_{\text {hom }}^{q}$ be defined in (12.1.18), and $G_{r}$ in (13.1.5) for every $\left.r \in\right] 0,+\infty\left[\right.$. Let $C \subseteq \mathbf{R}^{n}$ be convex such that $(13.1 .1) \div(13.1 .3)$ hold. Then $f_{\text {hom }}^{q}$ is convex and

$$
\begin{gathered}
\Gamma^{-}\left(L^{1}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)= \\
=\Gamma^{-}\left(L^{1}(\Omega)\right) \limsup _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}\left(\Omega, \partial \Omega, u_{z_{0}}+c, u\right)= \\
=\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\Omega}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+ \\
\quad+\int_{\partial \Omega}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\left(u_{z_{0}}+c-\gamma_{\Omega} u\right) \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1}
\end{gathered}
$$

for every $\Omega \in \mathcal{A}_{0}$ convex, $z_{0} \in \operatorname{int}(C), c \in \mathbf{R}, u \in B V(\Omega)$.
Proof. Follows from Lemma 13.2.2, Theorem 10.7.6, Proposition 3.2.6, and Proposition 3.2.3.

## §13.3 Homogenization with Fixed Constraints: the Case of Mixed Boundary Conditions

Let $f$ be as in (12.0.1), $\Omega \in \mathcal{A}_{0}$ with Lipschitz boundary, $\Gamma \subseteq \partial \Omega, z_{0} \in \mathbf{R}^{n}$, and $c \in \mathbf{R}$.

This section is devoted to prove identity between the limits $\Gamma^{-}\left(L^{1}(\Omega)\right)$ $\liminf _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}\left(\Omega, \Gamma, u_{z_{0}}+c, \cdot\right)$ and $\Gamma^{-}\left(L^{1}(\Omega)\right) \lim \sup _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}\left(\Omega, \Gamma, u_{z_{0}}\right.$ $+c, \cdot)$, and an integral representation result for their common value.

We do this when (13.1.12) is fulfilled for some $\phi: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex such that $\operatorname{int}(\operatorname{dom} \phi) \neq \emptyset, a \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) Y$-periodic, and $M \geq 0$, and when $q=1$. We point out explicitly that (13.1.12) implies that $\operatorname{dom} f(x, \cdot)=$ dom $\phi$ for a.e. $x \in \mathbf{R}^{n}$, and that the choice $q=1$ is natural since again (13.1.12) selects the space of the functions that make the functionals in (13.1.5) finite as the one of the elements $u \in u_{z_{0}}+c+W_{0, \Gamma}^{1,1}(\Omega)$ for which $\int_{\Omega} \phi(\nabla u) d x<+\infty$.
Theorem 13.3.1. Let $f$ be as in (12.0.1), $f_{\text {hom }}^{1}$ be defined in (12.1.18) with $q=1$, and $G_{r}$ in (13.1.5) again with $q=1$ for every $\left.r \in\right] 1,+\infty[$. Assume that (13.1.12) holds with $\phi: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex and satisfying $\operatorname{int}(\operatorname{dom} \phi) \neq \emptyset, a \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) Y$-periodic, and $M \geq 0$. Then $f_{\text {hom }}^{1}$ is convex and

$$
\begin{gathered}
\Gamma^{-}\left(L^{1}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}\left(\Omega, \Gamma, u_{z_{0}}+c, u\right)= \\
=\Gamma^{-}\left(L^{1}(\Omega)\right) \limsup _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}\left(\Omega, \Gamma, u_{z_{0}}+c, u\right)=\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{1}(\nabla u) d x
\end{gathered}
$$

for every $\Omega \in \mathcal{A}_{0}$ convex, $\Gamma \subseteq \partial \Omega, z_{0} \in \operatorname{int}(\operatorname{dom} \phi), c \in \mathbf{R}$,

$$
u \in u_{z_{0}}+c+W_{0, \Gamma}^{1,1}(\Omega) .
$$

Proof. Let $\Omega, \Gamma, z_{0}$, and $c$ be as above.
It is clear that

$$
\begin{equation*}
\Gamma^{-}\left(L^{1}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}(\Omega, u) \leq \tag{13.3.1}
\end{equation*}
$$

$\leq \Gamma^{-}\left(L^{1}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}\left(\Omega, \Gamma, u_{z_{0}}+c, u\right)$ for every $u \in L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right)$.
Let now $\left\{r_{h}\right\} \subseteq\left[0,+\infty\left[\right.\right.$ be increasing and diverging, and let $G^{\prime \prime}(\Omega, \cdot)$, $\widetilde{G}^{\prime \prime}(\Omega, \Gamma, \cdot, \cdot)$ be given by (13.1.8) and (13.1.7) respectively with $q=1$.

Let us first assume that $z_{0}=0$. Then

$$
\begin{equation*}
0 \in \operatorname{int}(\operatorname{dom} \phi), \tag{13.3.2}
\end{equation*}
$$

and let us prove that

$$
\begin{equation*}
\widetilde{G}^{\prime \prime}(\Omega, \Gamma, c, u) \leq G_{-}^{\prime \prime}(\Omega, u) \text { for every } u \in c+W_{0, \Gamma}^{1,1}(\Omega) \cap L^{\infty}(\Omega) . \tag{13.3.3}
\end{equation*}
$$

To do this, let $u$ as in (13.3.3). Let us assume that $G_{-}^{\prime \prime}(\Omega, u)<+\infty$. Then by ii) of Lemma 13.1.5, and Lemma 12.1.2, given $A \subset \subset \Omega$, there exists $\left\{u_{h}\right\} \subseteq W_{\text {loc }}^{1,1}\left(\mathbf{R}^{n}\right)$ such that $u_{h} \rightarrow u$ in $L^{\infty}(A)$, and

$$
\begin{equation*}
\limsup _{h \rightarrow+\infty} \int_{A} f\left(r_{h} x, \nabla u_{h}\right) d x \leq G^{\prime \prime}(A, u) . \tag{13.3.4}
\end{equation*}
$$

By (13.3.4), the left-hand side of (13.1.12), and since $G_{-}^{\prime \prime}(\Omega, u)<+\infty$, it follows that $\nabla u_{h}(x) \in \operatorname{dom} \phi$ for every $h \in \mathbf{N}$ sufficiently large, and a.e. $x \in A$.

Let $B \in \mathcal{A}_{0}$ with $B \subset \subset A$, and let $\psi \in C_{0}^{\infty}(A)$ be such that $0 \leq$ $\psi(x) \leq 1$ for every $x \in A$, and $\psi(x)=1$ for every $x \in B$.

For every $h \in \mathbf{N}$ let $w_{h}$ be defined by $w_{h}=\boldsymbol{\psi} h_{h}+(1-\psi) u$. Then obviously $w_{h} \in c+W_{0, \Gamma}^{1,1}(\Omega)$ for every $h \in \mathbf{N}$, and $w_{h} \rightarrow u$ in $L^{\infty}(\Omega)$.

Let now $t \in[0,1[$. Then, by making use of the convexity properties of $f$, it results that

$$
\begin{gathered}
\int_{\Omega} f\left(r_{h} x, t \nabla w_{h}\right) d x \leq \\
\leq t \int_{\Omega} f\left(r_{h} x, \psi \nabla u_{h}+(1-\psi) \nabla u\right) d x+ \\
+(1-t) \int_{\Omega} f\left(r_{h} x, \frac{t}{1-t}\left(u_{h}-u\right) \nabla \psi\right) d x \leq \\
\leq t \int_{\Omega} \psi(x) f\left(r_{h} x, \nabla u_{h}\right) d x+t \int_{\Omega}(1-\psi(x)) f\left(r_{h} x, \nabla u\right) d x+
\end{gathered}
$$

$$
\begin{gathered}
+(1-t) \int_{\Omega} f\left(r_{h} x, \frac{t}{1-t}\left(u_{h}-u\right) \nabla \psi\right) d x \leq \\
\leq \int_{A} f\left(r_{h} x, \nabla u_{h}\right) d x+\int_{\Omega \backslash B} f\left(r_{h} x, \nabla u\right) d x+ \\
+(1-t) \int_{\Omega} f\left(r_{h} x, \frac{t}{1-t}\left(u_{h}-u\right) \nabla \psi\right) d x \text { for every } h \in \mathbf{N} .
\end{gathered}
$$

Hence, because of (13.3.4), we get that

$$
\begin{align*}
& \widetilde{G}^{\prime \prime}(\Omega, \Gamma, c, t u) \leq \limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(r_{h} x, t \nabla w_{h}\right) d x \leq  \tag{13.3.5}\\
\leq & G_{-}^{\prime \prime}(\Omega, u)+\limsup _{h \rightarrow+\infty} \int_{\Omega \backslash B} f\left(r_{h} x, \nabla u\right) d x+
\end{align*}
$$

$$
+(1-t) \limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(r_{h} x, \frac{t}{1-t}\left(u_{h}-u\right) \nabla \psi\right) d x \text { for every } t \in[0,1[.
$$

We now observe that the finiteness of $G_{-}^{\prime \prime}(\Omega, u)$, and ii) of Lemma 13.1.2 yield that

$$
\begin{equation*}
\limsup _{h \rightarrow+\infty} \int_{\Omega \backslash B} f\left(r_{h} x, \nabla u\right) d x=\rho_{B} \tag{13.3.6}
\end{equation*}
$$

for some $\rho_{B} \in[0,+\infty[$ decreasing to 0 as $B$ increases to $\Omega$.
Moreover, let us fix $r \in] 0, \operatorname{dist}(0, \partial \operatorname{dom} \phi)[$. Then, since obviously $\left\|\left(u_{h}-u\right)|\nabla \psi|\right\|_{L^{\infty}(\Omega)} \rightarrow 0$, by using (13.3.2) and the properties of $\psi$, it results that
for every $t \in\left[0,1\left[\right.\right.$ there exists $h_{t} \in \mathbf{N}$ such that

$$
\begin{equation*}
\frac{t}{1-t}\left(u_{h}(x)-u(x)\right) \nabla \psi(x) \in B_{\frac{r}{\sqrt{n}}}(0) \subseteq \operatorname{dom} \phi \tag{13.3.7}
\end{equation*}
$$

for a.e. $x \in \Omega$ and every $h \in \mathbf{N} \cap\left[h_{t},+\infty[\right.$.
Consequently, denoted by $\bar{z}_{1}, \ldots, \bar{z}_{2^{n}}$ the vertices of the cube centred in 0 and with sidelength $\frac{2 r}{\sqrt{n}}$, by (13.3.7), the convexity properties of $f$, and (13.1.12) it is easy to verify that

$$
\begin{align*}
& \limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(r_{h} x, \frac{t}{1-t}\left(u_{h}-u\right) \nabla \psi\right) d x \leq  \tag{13.3.8}\\
\leq & \mathcal{L}^{n}(\Omega) \sum_{j=1}^{2^{n}} \int_{Y} f\left(y, \bar{z}_{j}\right) d y<+\infty \text { for every } t \in[0,1[.
\end{align*}
$$

Passing to the limit in (13.3.5) as $t$ increases to 1 , by (13.3.5), (13.3.6), (13.3.8), and Proposition 3.3.2, it results that

$$
\widetilde{G}^{\prime \prime}(\Omega, \Gamma, c, u) \leq \liminf _{t \rightarrow 1^{-}} \widetilde{G}^{\prime \prime}(\Omega, \Gamma, c, t u) \leq G_{-}^{\prime \prime}(\Omega, u)+\rho_{B}
$$

for every $B \in \mathcal{A}_{0}$ with $B \subset \subset \Omega$,
from which, letting $B$ increase to $\Omega$, (13.3.3) follows.
Again under assumption (13.3.2), let us now prove that

$$
\begin{equation*}
G^{\prime \prime}(\Omega, \Gamma, c, u) \leq G_{-}^{\prime \prime}(\Omega, u) \text { for every } u \in c+W_{0, \Gamma}^{1,1}(\Omega) \tag{13.3.9}
\end{equation*}
$$

To do this, let $u$ be as in (13.3.9), and, for every $k \in \mathbf{N}$, let $T_{k} u$ be the truncation of $u$ at level $k$.

It is clear that, since $u \in c+W_{0, \Gamma}^{1,1}(\Omega)$, then $T_{k} u \in c+W_{0, \Gamma}^{1,1}(\Omega) \cap L^{\infty}(\Omega)$ for every $k \in \mathbf{N}$ sufficiently large. Moreover

$$
\begin{equation*}
\limsup _{k \rightarrow+\infty} G_{-}^{\prime \prime}\left(\Omega, T_{k} u\right) \leq G_{-}^{\prime \prime}(\Omega, u) \tag{13.3.10}
\end{equation*}
$$

In fact, if $k \in \mathbf{N}$, and if $G_{-}^{\prime \prime}(\Omega, u)<+\infty$, let $A \subset \subset \Omega$, and $\left\{u_{h}\right\} \subseteq$ $W_{\text {loc }}^{1,1}\left(\mathbf{R}^{n}\right)$ be such that $u_{h} \rightarrow u$ in $L^{1}(A)$, and

$$
G^{\prime \prime}(A, u)=\limsup _{h \rightarrow+\infty} \int_{A} f\left(h x, \nabla u_{h}\right) d x
$$

Then

$$
\begin{aligned}
& G^{\prime \prime}\left(A, T_{k} u\right) \leq \limsup _{h \rightarrow+\infty} \int_{A} f\left(h x, \nabla T_{k} u_{h}\right) d x \leq \\
\leq & G_{-}^{\prime \prime}(\Omega, u)+\limsup _{h \rightarrow+\infty} \int_{\left\{x \in A:\left|u_{h}(x)\right| \geq k\right\}} f(h x, 0) d x .
\end{aligned}
$$

Now it is clear that $\mathcal{L}^{n}\left(\left\{x \in A:\left|u_{h}(x)\right| \geq k\right\}\right) \leq \frac{1}{k} \int_{A}\left|u_{h}\right| d x$ for every $h \in$ N. Consequently, by (13.3.2), (13.1.12), and the equi-absolute continuity of the integrals $\int f\left(r_{h} x, 0\right) d x$, it turns out that

$$
\limsup _{k \rightarrow+\infty} \limsup _{h \rightarrow+\infty} \int_{\left\{x \in A:\left|u_{h}(x)\right| \geq k\right\}} f(h x, 0) d x=0
$$

from which (13.3.10) follows letting also $A$ increase to $\Omega$.
By Proposition 3.3.2, (13.3.3), and (13.3.10), inequality (13.3.9) follows once we observe that $T_{k} u \rightarrow u$ in $L^{1}(\Omega)$.

In conclusion, if (13.3.2) is dropped, taken $z_{0} \in \operatorname{int}(\operatorname{dom} \phi)$, we only have to apply (13.3.3) with $f$ replaced by $(x, z) \in \mathbf{R}^{n} \times \mathbf{R}^{n} \mapsto f\left(x, z_{0}+z\right)$, thus getting

$$
\begin{equation*}
\widetilde{G}^{\prime \prime}\left(\Omega, \Gamma, u_{z_{0}}+c, u\right) \leq G_{-}^{\prime \prime}(\Omega, u) \tag{13.3.11}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}, \Gamma \subseteq \partial \Omega, z_{0} \in \operatorname{int}(\operatorname{dom} \phi), c \in \mathbf{R}, u \in u_{z_{0}}+c+W_{0, \Gamma}^{1,1}(\Omega)$. By (13.3.1), (13.3.11), and Theorem 13.1.7 the proof follows.

## §13.4 Homogenization with Fixed Constraints: Applications to the Convergence of Minima and of Minimizers

In this section, by using the theorems of the previous ones, we obtain convergence results for minima and minimizers of some classes of variational problems both in $B V$ and Sobolev spaces.

We start with the case of Neumann minimum problems in $B V$ spaces.
Theorem 13.4.1. Let $f$ be as in (12.0.1), $C \subseteq \mathbf{R}^{n}$ be convex, $q \in[1,+\infty]$, and let $f_{\text {hom }}^{q}$ be defined in (12.1.18). Assume that (12.1.22) with $p=1$, (13.1.1), (13.1.2) and (13.1.3) hold. For every $\varepsilon>0, \Omega \in \mathcal{A}_{0}$ convex, $\lambda \in] 0,+\infty[, r \in] 1,1^{*}\left[\right.$, and $\beta \in L^{r^{\prime}}(\Omega)$ let

$$
\begin{gathered}
i_{\varepsilon}(\Omega, \lambda, \beta)= \\
=\inf \left\{\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u\right) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x: u \in W^{1, q}(\Omega)\right\}, \\
m_{\mathrm{hom}}(\Omega, \lambda, \beta)= \\
=\min \left\{\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\Omega}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\right. \\
\left.+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x: u \in B V(\Omega)\right\}
\end{gathered}
$$

and let $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq W^{1, q}(\Omega)$ be such that

$$
\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u_{\varepsilon}\right) d x+\lambda \int_{\Omega}\left|u_{\varepsilon}\right|^{r} d x+\int_{\Omega} \beta u_{\varepsilon} d x-i_{\varepsilon}(\Omega, \lambda, \beta)\right)=0 .
$$

Then $f_{\text {hom }}^{q}$ is convex and satisfies (12.7.2) with $p=1,\left\{i_{\varepsilon}(\Omega, \lambda, \beta)\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow 0^{+}$to $m_{\text {hom }}(\Omega, \lambda, \beta),\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ has cluster points in $L^{r}(\Omega)$ as $\varepsilon \rightarrow 0^{+}$, and every such point is a solution of $m_{\text {hom }}(\Omega, \lambda, \beta)$.
Proof. The properties of $f_{\text {hom }}^{q}$ follow from (12.0.1) and Proposition 12.1.3.
Let $\Omega, \lambda, r, \beta$ be as above, and let, for every $\varepsilon>0, G_{1 / \varepsilon}$ be defined in (13.1.4). Let us prove that

$$
\begin{equation*}
\Gamma^{-}\left(L^{r}(\Omega)\right) \lim _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}(\Omega, u)= \tag{13.4.1}
\end{equation*}
$$

$= \begin{cases}\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\Omega}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| & \\ +\infty & \text { if } u \in B V(\Omega) \\ +\infty & \text { if } u \in L^{r}(\Omega) \backslash B V(\Omega)\end{cases}$

$$
\text { for every } u \in L^{r}(\Omega) \text {. }
$$

To do this, we first take $u \in B V(\Omega)$ such that $\int_{\Omega} \mathrm{sc}^{-} f_{\text {hom }}^{q}(\nabla u) d x+$ $\int_{\Omega}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|<+\infty$, and $\left.\left\{\varepsilon_{h}\right\} \subseteq\right] 0,+\infty\left[\right.$ with $\varepsilon_{h} \rightarrow 0$. Then, by Theorem 13.1.7, and Proposition 3.2.3, it follows that there exists $\left\{u_{h}\right\} \subseteq$ $W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right)$ such that $u_{h} \rightarrow u$ in $L^{1}(\Omega)$, and

$$
\begin{gathered}
\limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) d x \leq \\
\leq \int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\Omega}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| .
\end{gathered}
$$

Consequently, by (12.1.22) with $p=1$, and Theorem 4.2.11, we obtain that $u_{h} \rightarrow u$ in $L^{r}(\Omega)$, and that

$$
\begin{gathered}
\Gamma^{-}\left(L^{r}(\Omega)\right) \limsup _{h \rightarrow+\infty} G_{1 / \varepsilon_{h}}(\Omega, u) \leq \\
\leq \int_{\Omega} \operatorname{sc}^{-} f_{\text {hom }}^{q}(\nabla u) d x+\int_{\Omega}\left(\mathrm{sc}^{-} f_{\text {hom }}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|,
\end{gathered}
$$

from which, together with Proposition 3.2.3, we conclude that

$$
\begin{equation*}
\Gamma^{-}\left(L^{r}(\Omega)\right) \limsup _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}(\Omega, u) \leq \tag{13.4.2}
\end{equation*}
$$

$\leq \begin{cases}\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\Omega}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| & \text { if } u \in B V(\Omega) \\ +\infty & \text { if } u \in L^{r}(\Omega) \backslash B V(\Omega)\end{cases}$

$$
\text { for every } u \in L^{r}(\Omega) \text {. }
$$

On the other side, if $u \in L^{r}(\Omega)$ is such that $\Gamma^{-}\left(L^{r}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}}$ $G_{1 / \varepsilon}(\Omega, u)<+\infty$, by virtue of Proposition 3.2.6, let $\left.\left\{\varepsilon_{h}\right\} \subseteq\right] 0,+\infty[$ with $\varepsilon_{h} \rightarrow 0$, and $\left\{u_{h}\right\} \subseteq W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right)$ be such that $u_{h} \rightarrow u$ in $L^{r}(\Omega)$, and

$$
\Gamma^{-}\left(L^{r}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}(\Omega, u)=\liminf _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) d x .
$$

Then, by (12.1.22) with $p=1$, we infer that $\left\{u_{h}\right\}$ is bounded in $B V(\Omega)$, and hence that $u \in B V(\Omega)$.

Because of this, and of Theorem 13.1.7, we thus conclude that

$$
\begin{gathered}
\Gamma^{-}\left(L^{r}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}(\Omega, u) \geq \\
\geq \begin{cases}\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\Omega^{\prime}}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| \\
+\infty & \text { if } u \in B V(\Omega)\end{cases} \\
+\infty \quad \text { if } u \in L^{r}(\Omega) \backslash B V(\Omega)
\end{gathered} ~ .
$$

$$
\text { for every } u \in L^{r}(\Omega) \text {, }
$$

from which, together with (13.4.2), equality (13.4.1) follows.
Moreover, by (13.4.1), and Proposition 3.5.2, once we observe that the functional $u \in L^{r}(\Omega) \mapsto \lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x$ is $L^{r}(\Omega)$-continuous, we obtain that

$$
\begin{equation*}
\Gamma^{-}\left(L^{r}(\Omega)\right) \lim _{\varepsilon \rightarrow 0^{+}}\left\{G_{1 / \varepsilon}(\Omega, u)+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x\right\}= \tag{13.4.3}
\end{equation*}
$$

$$
= \begin{cases}\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\Omega}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+ \\ +\infty & +\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x \\ \text { if } u \in B V(\Omega) \\ \text { if } u \in L^{r}(\Omega) \backslash B V(\Omega)\end{cases}
$$

$$
\text { for every } u \in L^{r}(\Omega) \text {. }
$$

Finally, we observe that, by virtue of (12.1.22) with $p=1$, and Proposition 4.4.1, the functionals $u \in L^{r}(\Omega) \mapsto G_{1 / \varepsilon}(\Omega, u)+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x$ are equi-coercive.

Because of this, and of (13.4.3), the assumptions of Theorem 3.5.6 are fulfilled with $U=L^{r}(\Omega)$, and the proof follows from Theorem 3.5.6, once we observe that obviously
$\limsup _{\varepsilon \rightarrow 0^{+}} i_{\varepsilon}(\Omega, \lambda, \beta) \leq \mathcal{L}^{n}(\Omega) \int_{Y} f(y, z) d y+\lambda \int_{\Omega}\left|u_{z}\right|^{r} d x+\int_{\Omega} \beta u_{z} d x<+\infty$
for every $z \in C$.

We now treat the case of Neumann minimum problems in Sobolev spaces.

Theorem 13.4.2. Let $f$ be as in (12.0.1), $p \in] 1,+\infty], C \subseteq \mathbf{R}^{n}$ be convex, $q \in[p,+\infty]$, and let $f_{\text {hom }}^{q}$ be defined in (12.1.18). Assume that (12.1.22), (13.1.1), (13.1.2) and (13.1.3) hold. For every $\varepsilon>0, \Omega \in \mathcal{A}_{0}$ convex, $\lambda \in] 0,+\infty[, r \in] 1, p^{*}\left[, \beta \in L^{p^{\prime}}(\Omega)\right.$, and $\vartheta \in L^{p^{\prime}}(\partial \Omega)$ let

$$
\begin{gather*}
i_{\varepsilon}(\Omega, \lambda, \beta, \vartheta)=\inf \left\{\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u\right) d x+\right.  \tag{13.4.4}\\
\left.+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u d \mathcal{H}^{n-1}: u \in W^{1, q}(\Omega)\right\}, \\
m_{\mathrm{hom}}(\Omega, \lambda, \beta, \vartheta)=\min \left\{\int_{\Omega} \operatorname{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\right. \\
\left.+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u d \mathcal{H}^{n-1}: u \in W^{1, p}(\Omega)\right\},
\end{gather*}
$$

and let $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq W^{1, q}(\Omega)$ be such that

$$
\begin{gathered}
\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u_{\varepsilon}\right) d x+\lambda \int_{\Omega}\left|u_{\varepsilon}\right|^{r} d x+\int_{\Omega} \beta u_{\varepsilon} d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u_{\varepsilon} d \mathcal{H}^{n-1}-\right. \\
\left.-i_{\varepsilon}(\Omega, \lambda, \beta, \vartheta)\right)=0
\end{gathered}
$$

Then $f_{\text {hom }}^{q}$ is convex and satisfies (12.7.2), $\left\{i_{\varepsilon}(\Omega, \lambda, \beta, \vartheta)\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow 0^{+}$to $m_{\text {hom }}(\Omega, \lambda, \beta, \vartheta),\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ has cluster points in $L^{p}(\Omega)$ as $\varepsilon \rightarrow 0^{+}$, and every such point is a solution of $m_{\text {hom }}(\Omega, \lambda, \beta, \vartheta)$.

Moreover, if $q=p$ and (12.1.23) too holds, then $\mathrm{sc}^{-} f_{\mathrm{hom}}^{p}=f_{\mathrm{hom}}^{p}$, for every $z \in \mathbf{R}^{n}$ the infimum in the definition of $f_{\text {hom }}^{p}(z)$ is attained, problems in (13.4.4) have solutions, and for every $\varepsilon>0$ one can take as $u_{\varepsilon}$ a solution of $i_{\varepsilon}(\Omega, \lambda, \beta, \vartheta)$.

Finally, if $\int_{\Omega} \beta d x+\int_{\partial \Omega} \vartheta d \mathcal{H}^{n-1}=0$, one can also take $\lambda=0$.
Proof. The properties of $f_{\text {hom }}^{q}$ follow from (12.0.1) and Proposition 12.1.3.
Let $\Omega, \lambda, r, \beta, \vartheta$ be as above, and set $s=\max \{p, r\}$.
For every $\varepsilon>0$ let $G_{1 / \varepsilon}$ be defined in (13.1.4), and $B(\Omega, \cdot)$ be given by

$$
B(\Omega, \cdot): u \in L^{1}(\Omega) \mapsto \begin{cases}\int_{\partial \Omega} \vartheta \gamma_{\Omega} u d \mathcal{H}^{n-1} & \text { if } u \in W^{1,1}(\Omega) \\ +\infty & \text { if } u \in L^{1}(\Omega) \backslash W^{1,1}(\Omega) .\end{cases}
$$

Let let us prove that

$$
\begin{equation*}
\Gamma^{-}\left(L^{s}(\Omega)\right) \lim _{\varepsilon \rightarrow 0^{+}}\left\{G_{1 / \varepsilon}(\Omega, u)+B(\Omega, u)\right\}= \tag{13.4.5}
\end{equation*}
$$

$$
= \begin{cases}\int_{\Omega} \operatorname{sc}^{-} f_{\text {hom }}^{q}(\nabla u) d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u d \mathcal{H}^{n-1} & \text { if } u \in W^{1, p}(\Omega) \\ +\infty & \text { if } u \in L^{s}(\Omega) \backslash W^{1, p}(\Omega)\end{cases}
$$

$$
\text { for every } u \in L^{s}(\Omega) \text {. }
$$

To do this, let $u \in W^{1, p}(\Omega)$ with $\int_{\Omega} \mathrm{sc}^{-} f_{\text {hom }}^{q}(\nabla u) d x<+\infty$, and let $\left.\left\{\varepsilon_{h}\right\} \subseteq\right] 0,+\infty\left[\right.$ with $\varepsilon_{h} \rightarrow 0$. Then, by Theorem 13.1.7, and Proposition 3.2.3, it follows that there exists $\left\{u_{h}\right\} \subseteq W_{\text {loc }}^{1, q}\left(\mathbf{R}^{n}\right)$ such that $u_{h} \rightarrow u$ in $L^{1}(\Omega)$, and

$$
\limsup _{h \rightarrow+\infty} \int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) d x \leq \int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x .
$$

We now observe that, by (12.1.22), and Rellich-Kondrachov Compactness Theorem, it follows that $u_{h} \rightarrow u$ in weak- $W^{1, p}(\Omega)\left(\operatorname{weak}^{*}-W^{1, \infty}(\Omega)\right.$ if $p=+\infty)$ and in $L^{s}(\Omega)$, and that the restriction of $B(\Omega, \cdot)$ to $W^{1, p}(\Omega)$ is
continuous with respect to the weak- $W^{1, p}(\Omega)$ (weak*- $W^{1, \infty}(\Omega)$ if $\left.p=+\infty\right)$ topology. Consequently, we have that

$$
\begin{aligned}
& \Gamma^{-}\left(L^{s}(\Omega)\right) \limsup _{h \rightarrow+\infty}\left\{G_{1 / \varepsilon_{h}}(\Omega, u)+B(\Omega, u)\right\} \leq \\
& \quad \leq \int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u d \mathcal{H}^{n-1}
\end{aligned}
$$

from which, together with Proposition 3.2.3, we conclude that

$$
\begin{align*}
& \Gamma^{-}\left(L^{s}(\Omega)\right) \limsup _{\varepsilon \rightarrow 0^{+}}\left\{G_{1 / \varepsilon}(\Omega, u)+B(\Omega, u)\right\} \leq  \tag{13.4.6}\\
& \leq \begin{cases}\int_{\Omega} \mathrm{sc}^{-} f_{\text {hom }}^{q}(\nabla u) d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u d \mathcal{H}^{n-1} & \text { if } u \in W^{1, p}(\Omega) \\
+\infty & \text { if } u \in L^{s}(\Omega) \backslash W^{1, p}(\Omega)\end{cases}
\end{align*}
$$

for every $u \in L^{s}(\Omega)$.
On the other side, if $u \in L^{s}(\Omega)$ is such that $\Gamma^{-}\left(L^{s}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}}$ $\left\{G_{1 / \varepsilon}(\Omega, u)+B(\Omega, u)\right\}<+\infty$, by virtue of Proposition 3.2.6, let $\left\{\varepsilon_{h}\right\} \subseteq$ $] 0,+\infty\left[\right.$ with $\varepsilon_{h} \rightarrow 0$, and $\left\{u_{h}\right\} \subseteq W_{\mathrm{loc}}^{1, q}\left(\mathbf{R}^{n}\right)$ be such that $u_{h} \rightarrow u$ in $L^{s}(\Omega)$, and

$$
\begin{gather*}
\Gamma^{-}\left(L^{s}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}}\left\{G_{1 / \varepsilon}(\Omega, u)+B(\Omega, u)\right\}=  \tag{13.4.7}\\
=\lim _{h \rightarrow+\infty}\left\{\int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u_{h} d \mathcal{H}^{n-1}\right\} .
\end{gather*}
$$

Then, by (13.4.7), (12.1.22), and the Trace Theorem for Sobolev Functions, we infer that (we treat only the case in which $p \in] 1,+\infty[$, the one where $p=+\infty$ being trivial)

$$
\begin{aligned}
& \limsup _{h \rightarrow+\infty}\left\{\left\|\left|\nabla u_{h}\right|\right\|_{L^{p}(\Omega)}^{p}-C_{\Omega}\left\|\left|\nabla u_{h}\right|\right\|_{L^{p}(\Omega)}-C_{\Omega}\left\|u_{h}\right\|_{L^{p}(\Omega)}\right\} \leq \\
& \leq \limsup _{h \rightarrow+\infty}\left\{\left\|\left|\nabla u_{h}\right|\right\|_{L^{p}(\Omega)}^{p}-C_{\Omega}\|\vartheta\|_{L^{p^{\prime}}(\partial \Omega)}\left\|\gamma_{\Omega} u\right\|_{L^{p}(\partial \Omega)}\right\}<+\infty
\end{aligned}
$$

for some $C_{\Omega}>0$, from which, since $\left\{u_{h}\right\}$ is bounded in $L^{p}(\Omega)$, we conclude that $\left\{u_{h}\right\}$ is bounded in $W^{1, p}(\Omega)$, and hence that $u_{h} \rightarrow u$ in weak- $W^{1, p}(\Omega)$.

We now observe that the functional $u \in W^{1, p}(\Omega) \mapsto \int_{\partial \Omega} \vartheta \gamma_{\Omega} u_{h} d \mathcal{H}^{n-1}$ is weak- $W^{1, p}(\Omega)$-continuous. Therefore, by using Theorem 13.1.7, we conclude that

$$
\begin{gathered}
\Gamma^{-}\left(L^{s}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}}\left\{G_{1 / \varepsilon}(\Omega, u)+B(\Omega, u)\right\} \geq \\
\geq\left\{\begin{array}{ll}
\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x & \text { if } u \in W^{1, p}(\Omega) \\
+\infty & \text { if } u \in L^{s}(\Omega) \backslash W^{1, p}(\Omega)
\end{array} \text { for every } u \in L^{s}(\Omega),\right.
\end{gathered}
$$

from which, together with (13.4.6), equality (13.4.5) follows.
Moreover, by (13.4.5), the $L^{s}(\Omega)$-continuity of the functional $u \in$ $L^{s}(\Omega) \mapsto \lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x$, (12.1.22), and Proposition 3.5.2, it is straightforward to verify that

$$
\begin{gather*}
\Gamma^{-}\left(L^{s}(\Omega)\right) \lim _{\varepsilon \rightarrow 0^{+}}\left\{G_{1 / \varepsilon}(\Omega, u)+\right.  \tag{13.4.8}\\
\left.+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x+B(\Omega, u)\right\}=
\end{gather*}
$$

$$
=\left\{\begin{array}{ll}
\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\lambda \int_{\Omega}|u|^{r} d x+ \\
& +\int_{\Omega} \beta u d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u d \mathcal{H}^{n-1}
\end{array} \quad \text { if } u \in W^{1, p}(\Omega)\right.
$$

$$
\text { for every } u \in L^{s}(\Omega)
$$

To complete the proof, we now prove that the functionals $u \in L^{s}(\Omega) \mapsto$ $G_{1 / \varepsilon}(\Omega, u)+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x+B(\Omega, u)$ are equi-coercive.

In fact, when $p<+\infty$, by (12.1.22), Hölder's inequality, and the Trace Theorem for Sobolev Functions it is easy to see that there exists $C_{\Omega} \in$ $] 0,+\infty$ [ such that (here we denote by $C_{\Omega}$ various constants, all depending on the same quantities)

$$
\begin{gathered}
G_{1 / \varepsilon}(\Omega, u)+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x+B(\Omega, u) \geq \\
\geq \int_{\Omega}|\nabla u|^{p} d x+\lambda \int_{\Omega}|u|^{r} d x-\|\beta\|_{L^{p^{\prime}}(\Omega)}\|u\|_{L^{p}(\Omega)}-\|\vartheta\|_{L^{p^{\prime}}(\partial \Omega)}\left\|\gamma_{\Omega} u\right\|_{L^{p}(\partial \Omega)} \geq \\
\geq\|\mid \nabla u\|_{L^{p}(\Omega)}^{p}+\lambda\|u\|_{L^{r}(\Omega)}^{r}-C_{\Omega}\left(\|\beta\|_{L^{p^{\prime}}(\Omega)}+\|\vartheta\|_{L^{p^{\prime}}(\partial \Omega)}\right)\|u\|_{W^{1, p}(\Omega)} \\
\text { for every } \varepsilon>0, u \in W^{1, p}(\Omega),
\end{gathered}
$$

or, when $p=+\infty$,

$$
\begin{gathered}
G_{1 / \varepsilon}(\Omega, u)+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x+B(\Omega, u) \geq \\
\geq \lambda\|u\|_{L^{r}(\Omega)}^{r}-\|\beta\|_{L^{1}(\Omega)}\|u\|_{L^{\infty}(\Omega)}-\|\vartheta\|_{L^{1}(\partial \Omega)}\left\|\gamma_{\Omega} u\right\|_{L^{\infty}(\partial \Omega)} \geq \\
\geq \lambda\|u\|_{L^{r}(\Omega)}^{r}-C_{\Omega}\left(\|\beta\|_{L^{1}(\Omega)}+\|\vartheta\|_{L^{1}(\partial \Omega)}\right)\|u\|_{W^{1, \infty}(\Omega)} \\
\text { for every } \varepsilon>0, u \in W^{1, \infty}(\Omega) .
\end{gathered}
$$

By the above inequalities, and by Proposition 4.4.3, once we recall that every $u \in L^{s}(\Omega)$ satisfying $G_{1 / \varepsilon}(\Omega, u)<+\infty$ actually is in $W^{1, p}(\Omega)$, the desired equi-coerciveness follows.

Because of this, and of (13.4.8), the assumptions of Theorem 3.5.6 are fulfilled with $U=L^{s}(\Omega)$, and the proof follows from Theorem 3.5.6, once we observe that obviously

$$
\begin{gathered}
\limsup _{\varepsilon \rightarrow 0^{+}} i_{\varepsilon}(\Omega, \lambda, \beta, \vartheta) \leq \\
\leq \mathcal{L}^{n}(\Omega) \int_{Y} f(y, z) d y+\lambda \int_{\Omega}\left|u_{z}\right|^{r} d x+\int_{\Omega} \beta u_{z} d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u_{z} d \mathcal{H}^{n-1}<+\infty \\
\text { for every } z \in C .
\end{gathered}
$$

Finally, if $\int_{\Omega} \beta d x+\int_{\partial \Omega} \vartheta d \mathcal{H}^{n-1}=0$ and $\lambda=0$, the proof follows by arguing as above, once we observe that

$$
\begin{gathered}
i_{\varepsilon}(\Omega, 0, \beta, \vartheta)=\inf \left\{\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u\right) d x+\int_{\Omega} \beta u d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u d \mathcal{H}^{n-1}:\right. \\
\left.u \in W^{1, q}(\Omega), \int_{\Omega} u d x=0\right\} \text { for every } \varepsilon>0, \\
m_{\mathrm{hom}}(\Omega, 0, \beta, \vartheta)=\min \left\{\int_{\Omega} \operatorname{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\Omega} \beta u d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u d \mathcal{H}^{n-1}:\right. \\
\left.u \in W^{1, p}(\Omega), \int_{\Omega} u d x=0\right\}
\end{gathered}
$$

and that by (12.1.22), Theorem 4.3.19, and Proposition 4.4.3, the above functionals are equi-coercive in $L^{s}(\Omega)$.

We now pass to the case of Dirichlet minimum problems. We start with the one in $B V$ spaces.

Theorem 13.4.3. Let $f$ be as in (12.0.1), $C \subseteq \mathbf{R}^{n}$ be convex, $q \in[1,+\infty]$, and let $f_{\text {hom }}^{q}$ be defined in (12.1.18). Assume that (12.1.22) with $p=1$, (13.1.1), (13.1.2) and (13.1.3) hold. For every $\varepsilon>0, \Omega \in \mathcal{A}_{0}$ convex, $\lambda \in] 0,+\infty[, r \in] 1,1^{*}\left[, \beta \in L^{r^{\prime}}(\Omega), z_{0} \in \operatorname{int}(C)\right.$, and $c \in \mathbf{R}$ let

$$
\begin{equation*}
i_{\varepsilon}^{0}(\Omega, \lambda, \beta)= \tag{13.4.9}
\end{equation*}
$$

$$
=\inf \left\{\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u\right) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x: u \in u_{z_{0}}+c+W_{0}^{1, q}(\Omega)\right\}
$$

$$
m_{\mathrm{hom}}^{0}(\Omega, \lambda, \beta)=\min \left\{\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\Omega}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\right.
$$

$$
+\int_{\partial \Omega}\left(\mathrm{sc}^{-} f_{\mathrm{hom}}^{q}\right)^{\infty}\left(\left(u_{z_{0}}+c-\gamma_{\Omega} u\right) \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1}+
$$

$$
\left.+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x: u \in B V(\Omega)\right\}
$$

and let $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq u_{z_{0}}+c+W_{0}^{1, q}(\Omega)$ satisfy

$$
\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{\Omega} f\left(h x, \nabla u_{\varepsilon}\right) d x+\lambda \int_{\Omega}\left|u_{\varepsilon}\right|^{r} d x+\int_{\Omega} \beta u_{\varepsilon} d x-i_{\varepsilon}^{0}(\Omega, \lambda, \beta)\right)=0
$$

Then $f_{\text {hom }}^{q}$ is convex and satisfies (12.7.2) with $p=1$, $\left\{i_{\varepsilon}^{0}(\Omega, \lambda, \beta)\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow 0^{+}$to $m_{\text {hom }}^{0}(\Omega, \lambda, \beta),\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ has cluster points in $L^{r}(\Omega)$ as $\varepsilon \rightarrow 0^{+}$, and every such point is a solution of $m_{\mathrm{hom}}^{0}(\Omega, \lambda, \beta)$.
Proof. Similar to the one of Theorem 13.4 .1 with the necessary changes. In particular, with the functionals $G_{1 / \varepsilon}\left(\Omega, \partial \Omega, u_{z_{0}}+c, \cdot\right)$ defined in (13.1.5) in place of those given by (13.1.4), and with Theorem 13.2.3 in place of Theorem 13.1.7.

The following result deals with the case of Dirichlet minimum problems in Sobolev spaces.

Theorem 13.4.4. Let $f$ be as in (12.0.1), $p \in] 1,+\infty], C \subseteq \mathbf{R}^{n}$ be convex, $q \in[p,+\infty]$, and let $f_{\text {hom }}^{q}$ be defined in (12.1.18). Assume that (12.1.22), (13.1.1), (13.1.2) and (13.1.3) hold. For every $\varepsilon>0, \Omega \in \mathcal{A}_{0}$ convex, $\beta \in L^{p^{\prime}}(\Omega), z_{0} \in \operatorname{int}(C)$, and $c \in \mathbf{R}$ let $i_{\varepsilon}^{0}(\Omega, 0, \beta)$ be defined in (13.4.9),

$$
\begin{gathered}
m_{\mathrm{hom}}^{0}(\Omega, 0, \beta)= \\
=\min \left\{\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\Omega} \beta u d x: u \in u_{z_{0}}+c+W_{0}^{1, p}(\Omega)\right\},
\end{gathered}
$$

and let $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq u_{z_{0}}+c+W_{0}^{1, q}(\Omega)$ be such that

$$
\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u_{\varepsilon}\right) d x+\int_{\Omega} \beta u_{\varepsilon} d x-i_{\varepsilon}^{0}(\Omega, 0, \beta)\right)=0
$$

Then $f_{\text {hom }}^{q}$ is convex and satisfies (12.7.2), $\left\{i_{\varepsilon}^{0}(\Omega, 0, \beta)\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow 0^{+}$to $m_{\mathrm{hom}}^{0}(\Omega, 0, \beta),\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ has cluster points in $L^{p}(\Omega)$ as $\varepsilon \rightarrow 0^{+}$, and every such point is a solution of $m_{\mathrm{hom}}^{0}(\Omega, 0, \beta)$.

Moreover, if $q=p$ and (12.1.23) too holds, then $\mathrm{sc}^{-} f_{\mathrm{hom}}^{p}=f_{\mathrm{hom}}^{p}$, for every $z \in \mathbf{R}^{n}$ the infimum in the definition of $f_{\text {hom }}^{p}(z)$ is attained, problems in (13.4.9) have solutions, and for every $\varepsilon>0$ one can take as $u_{\varepsilon}$ a solution of $i_{\varepsilon}^{0}(\Omega, 0, \beta)$.

Proof. Similar to the one of Theorem 13.4 .2 with the necessary changes. In particular, with the functionals $G_{1 / \varepsilon}\left(\Omega, \partial \Omega, u_{z_{0}}+c, \cdot\right)$ defined in (13.1.5) in place of those given by (13.1.4), and with Theorem 13.2.3 in place of Theorem 13.1.7.

Finally, we treat the case of mixed minimum problems.

Theorem 13.4.5. Let $f$ be as in (12.0.1), and $f_{\text {hom }}^{1}$ be defined in (12.1.18) with $q=1$. Assume that (13.1.12) holds with $\phi: \mathbf{R}^{n} \rightarrow[0,+\infty]$ convex and satisfying $\operatorname{int}(\operatorname{dom} \phi) \neq \emptyset, \lim _{z \rightarrow+\infty} \frac{\phi(z)}{|z|}=+\infty, a \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{n}\right) Y$-periodic, and $M \geq 0$. For every $\varepsilon>0, \Omega \in \mathcal{A}_{0}$ convex, $\Gamma \in \mathcal{B}(\partial \Omega)$ with $H^{n-1}(\Gamma)>0$, $\beta \in L^{\infty}(\Omega), \vartheta \in L^{\infty}(\partial \Omega), z_{0} \in \operatorname{int}(\operatorname{dom} \phi)$, and $c \in \mathbf{R}$ let

$$
\begin{gather*}
i_{\varepsilon}(\Omega, \Gamma, \beta, \vartheta)=\inf \left\{\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u\right) d x+\right.  \tag{13.4.10}\\
\left.+\int_{\Omega} \beta u d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u d \mathcal{H}^{n-1}: u \in u_{z_{0}}+c+W_{0, \Gamma}^{1,1}(\Omega)\right\} \\
m_{\mathrm{hom}}(\Omega, \Gamma, \beta, \vartheta)=\min \left\{\int_{\Omega} \operatorname{sc}^{-} f_{\mathrm{hom}}^{1}(\nabla u) d x+\right. \\
\left.+\int_{\Omega} \beta u d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u d \mathcal{H}^{n-1}: u \in u_{z_{0}}+c+W_{0, \Gamma}^{1,1}(\Omega)\right\}
\end{gather*}
$$

and let $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq u_{z_{0}}+c+W_{0, \Gamma}^{1,1}(\Omega)$ be such that

$$
\begin{gathered}
\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u_{\varepsilon}\right) d x+\int_{\Omega} \beta u_{\varepsilon} d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u_{\varepsilon} d \mathcal{H}^{n-1}-\right. \\
\left.-i_{\varepsilon}(\Omega, \Gamma, \beta, \vartheta)\right)=0
\end{gathered}
$$

Then $f_{\text {hom }}^{1}$ is convex and satisfies
(13.4.11) $\operatorname{sc}^{-} \phi(z) \leq f_{\mathrm{hom}}^{1}(z) \leq \int_{Y} a(y) d y+M \mathrm{sc}^{-} \phi(z)$ for every $z \in \mathbf{R}^{n}$,
$\left\{i_{\varepsilon}(\Omega, \Gamma, \beta, \vartheta)\right\}$ converges as $\varepsilon \rightarrow 0^{+}$to $m_{\text {hom }}(\Omega, \Gamma, \beta, \vartheta),\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ has cluster points in $L^{1}(\Omega)$ as $\varepsilon \rightarrow 0^{+}$, and every such point is a solution of $m_{\text {hom }}(\Omega, \Gamma, \beta, \vartheta)$.

Moreover, if (12.1.23) too holds, then $\mathrm{sc}^{-} f_{\text {hom }}^{1}=f_{\text {hom }}^{1}$, for every $z \in \mathbf{R}^{n}$ the infimum in the definition of $f_{\mathrm{hom}}^{1}(z)$ is attained, problems in (13.4.10) have solutions, and for every $\varepsilon>0$ one can take as $u_{\varepsilon}$ a solution of $i_{\varepsilon}(\Omega, \Gamma, \beta, \vartheta)$.

Proof. The proof of the estimates in (13.4.11) follows as in the one of Proposition 12.1.3, and the properties of $f_{\text {hom }}^{q}$ follow from (12.0.1) and Proposition 12.1.3.

Let $\Omega, \Gamma, \beta, \vartheta, z_{0}, c$ be as above.
For every $\varepsilon>0$ let $G_{1 / \varepsilon}\left(\Omega, \Gamma, u_{z_{0}}+c, \cdot\right)$ be defined in (13.1.5), and $B(\Omega, \cdot)$ be given by

$$
B(\Omega, \cdot): u \in L^{1}(\Omega) \mapsto \begin{cases}\int_{\partial \Omega} \vartheta \gamma_{\Omega} u d \mathcal{H}^{n-1} & \text { if } u \in W^{1,1}(\Omega) \\ +\infty & \text { if } u \in L^{1}(\Omega) \backslash W^{1,1}(\Omega)\end{cases}
$$

Then, by following the outlines of the proof of Theorem 13.4.2, and by using Theorem 13.3.1 in place of Theorem 13.1.7, one proves that

$$
\begin{equation*}
\Gamma^{-}\left(L^{1}(\Omega)\right) \limsup _{\varepsilon \rightarrow 0^{+}}\left\{G_{1 / \varepsilon}\left(\Omega, \Gamma, u_{z_{0}}+c, u\right)+B(\Omega, u)\right\} \leq \tag{13.4.12}
\end{equation*}
$$

$$
\leq \begin{cases}\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u d \mathcal{H}^{n-1} \\ & \text { if } u \in u_{z_{0}}+c+W_{0, \Gamma}^{1,1}(\Omega) \\ +\infty & \text { if } u \in L^{1}(\Omega) \backslash\left(u_{z_{0}}+c+W_{0, \Gamma}^{1,1}(\Omega)\right)\end{cases}
$$

for every $u \in L^{1}(\Omega)$.
On the other side, if $u \in L^{1}(\Omega)$ is such that $\Gamma^{-}\left(L^{1}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}}$ $\left\{G_{1 / \varepsilon}\left(\Omega, \Gamma, u_{z_{0}}+c, u\right)+B(\Omega, u)\right\}<+\infty$, by virtue of Proposition 3.2.6, let $\left.\left\{\varepsilon_{h}\right\} \subseteq\right] 0,+\infty\left[\right.$ with $\varepsilon_{h} \rightarrow 0$, and $\left\{u_{h}\right\} \subseteq u_{z_{0}}+c+W_{0, \Gamma}^{1, q}(\Omega)$ be such that $u_{h} \rightarrow u$ in $L^{1}(\Omega)$, and

$$
\begin{align*}
& \Gamma^{-}\left(L^{1}(\Omega)\right) \liminf _{h \rightarrow+\infty}\left\{G_{1 / \varepsilon_{h}}\left(\Omega, \Gamma, u_{z_{0}}+c, u\right)+B(\Omega, u)\right\}=  \tag{13.4.13}\\
= & \lim _{h \rightarrow+\infty}\left\{\int_{\Omega} f\left(\frac{x}{\varepsilon_{h}}, \nabla u_{h}\right) d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u_{h} d \mathcal{H}^{n-1}\right\}
\end{align*}
$$

Then, by (13.4.13), (13.1.12), and the Trace Theorem for Sobolev Functions, we infer that (we treat only the case in which $p \in] 1,+\infty[$, the one where $p=+\infty$ being trivial)

$$
\begin{aligned}
& \limsup _{h \rightarrow+\infty}\left\{\int_{\Omega} \phi\left(\nabla u_{h}\right) d x-C_{\Omega}\left\|\left|\nabla u_{h}\right|\right\|_{L^{1}(\Omega)}-C_{\Omega}\left\|u_{h}\right\|_{L^{1}(\Omega)}\right\} \leq \\
& \leq \limsup _{h \rightarrow+\infty}\left\{\int_{\Omega} \phi\left(\nabla u_{h}\right) d x-C_{\Omega}\|\vartheta\|_{L^{\infty}(\partial \Omega)}\left\|\gamma_{\Omega} u\right\|_{L^{1}(\partial \Omega)}\right\}<+\infty
\end{aligned}
$$

for some $C_{\Omega}>0$, from which, since $\left\{u_{h}\right\}$ is bounded in $L^{1}(\Omega)$, we conclude that $\left\{\int_{\Omega} \phi\left(\nabla u_{h}\right) d x\right\}$ is bounded. Because of this, and of the Dunford-Pettisde la Vallée Poussin Compactness Theorem, we conclude that $u_{h} \rightarrow u$ in weak- $W^{1,1}(\Omega)$.

At this point, as in the proof of Theorem 13.4.2, we conclude that

$$
\begin{gathered}
\Gamma^{-}\left(L^{1}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}}\left\{G_{1 / \varepsilon}\left(\Omega, \Gamma, u_{z_{0}}+c, u\right)+B(\Omega, u)\right\} \geq \\
\geq \begin{cases}\int_{\Omega} \mathrm{sc}^{-} f_{\mathrm{hom}}^{q}(\nabla u) d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u d \mathcal{H}^{n-1} \\
+\infty & \text { if } u \in u_{z_{0}}+c+W_{0, \Gamma}^{1,1}(\Omega) \\
+\infty & \text { if } u \in L^{1}(\Omega) \backslash\left(u_{z_{0}}+c+W_{0, \Gamma}^{1,1}(\Omega)\right)\end{cases}
\end{gathered}
$$

for every $u \in L^{1}(\Omega)$,
from which, together with (13.4.12), the $L^{1}(\Omega)$-continuity of the functional $u \in L^{1}(\Omega) \mapsto \int_{\Omega} \beta u d x$, and Proposition 3.5.2, it is straightforward to verify that

$$
\begin{aligned}
& \quad \Gamma^{-}\left(L^{1}(\Omega)\right) \lim _{\varepsilon \rightarrow 0^{+}}\left\{G_{1 / \varepsilon}\left(\Omega, \Gamma, u_{z_{0}}+c, u\right)+\int_{\Omega} \beta u d x+B(\Omega, u)\right\}= \\
& = \\
& \begin{cases}\int_{\Omega} \mathrm{sc}^{-} f_{\text {hom }}^{q}(\nabla u) d x+\int_{\Omega} \beta u d x+\int_{\partial \Omega} \vartheta \gamma_{\Omega} u d \mathcal{H}^{n-1} \\
+\infty & \text { if } u \in u_{z_{0}}+c+W_{0, \Gamma}^{1,1}(\Omega) \\
+\infty & \text { if } u \in L^{1}(\Omega) \backslash\left(u_{z_{0}}+c+W_{0, \Gamma}^{1,1}(\Omega)\right)\end{cases}
\end{aligned}
$$

for every $u \in L^{1}(\Omega)$.
Finally, again as in Theorem 13.4.2, by (13.1.12), the growth conditions of $\phi$, and Proposition 4.4.5, the functionals $u \in L^{1}(\Omega) \mapsto G_{1 / \varepsilon}\left(\Omega, \Gamma, u_{z_{0}}+\right.$ $c, u)+\int_{\Omega} \beta u d x+B(\Omega, u)$ turn out to be equi-coercive, and the proof completes as in the one of Theorem 13.4.2.

## §13.5 Homogenization with Oscillating Special Constraints

The techniques developed in these last chapters seem to be flexible enough to be applied to other homogenization problems.

In particular, they can be exploited to study some homogenization problem in electrostatics that are, in some sense, intermediate between those treated until now, and that are concerned with materials with periodically distributed conductors, possibly also "thin," namely with null Lebesgue measure. In fact, whilst in Chapter 12 the constraints were allowed to quickly oscillate, and in this one they were fixed, the problems that we are going to treat involve constraints that can oscillate, but only in some restricted ways.

In this section we report briefly on this approach by quickly describing the main steps needed to get the homogenization result, and by emphasizing the crucial points. We refer to [DAGP] for a complete exposition of the matter.

The case that we are going to treat deals with energy densities of the following type

$$
\begin{equation*}
f:(x, z) \in \mathbf{R}^{n} \times \mathbf{R}^{n} \mapsto g(x, z)+I_{B_{\varphi(x)}(0)}(z) \tag{13.5.1}
\end{equation*}
$$

where $\varphi$ assumes only the values 0 and $+\infty$. More precisely, $g$ and $\varphi$ satisfy

$$
\left\{\begin{array}{l}
g:(x, z) \in \mathbf{R}^{n} \times \mathbf{R}^{n} \mapsto g(x, z) \in[0,+\infty[  \tag{13.5.2}\\
g\left(\mathcal{L}_{n}\left(\mathbf{R}^{n} \times \mathcal{B}\left(\mathbf{R}^{n}\right)\right)\right. \text {-measurable } \\
g(\cdot, z) Y \text {-periodic and in } L^{1}(Y) \text { for every } z \in \mathbf{R}^{n} \\
g(x, \cdot) \text { convex for a.e. } x \in \mathbf{R}^{n} \\
\varphi: x \in \mathbf{R}^{n} \mapsto \varphi(x) \in\{0,+\infty\} \\
\varphi Y \text {-periodic and measurable. }
\end{array}\right.
$$

It is clear that, if $g, \varphi$, and $f$ are as above, then $f$ is $\left(\mathcal{L}_{n}\left(\mathbf{R}^{n} \times \mathcal{B}\left(\mathbf{R}^{n}\right)\right)\right.$ measurable, and $\operatorname{dom} f(x, \cdot)$ can oscillate between only two sets as $x$ varies in $\mathbf{R}^{n}$, namely

$$
\begin{equation*}
\operatorname{dom} f(x, \cdot) \in\left\{\{0\}, \mathbf{R}^{n}\right\} \text { for a.e. } x \in \mathbf{R}^{n} \tag{13.5.3}
\end{equation*}
$$

Of course, the admissible configurations for an energy functional with density $f$ satisfying (13.5.3) turn out to be subject to the extreme constraint $\nabla u(x)=0$ for a.e. $x$ in some given zones, and to no constraints in their complements.

In this setting, the crucial point that distinguish the present homogenization problem relies on the behaviour of $f_{\text {hom }}^{+\infty}$ defined by (12.1.18) with $q=+\infty$. It is analyzed in the result below, that hold under the assumption

$$
\begin{equation*}
\operatorname{int}\left(\operatorname{dom} f_{\mathrm{hom}}^{+\infty}\right) \neq \emptyset \tag{13.5.4}
\end{equation*}
$$

Proposition 13.5.1. Let $g, \varphi$ be as in (13.5.2), $f$ be defined in (13.5.1), and $f_{\text {hom }}^{+\infty}$ in (12.1.18) with $q=+\infty$. Assume that (13.5.4) holds. Then $\operatorname{dom} f_{\text {hom }}^{+\infty}=\mathbf{R}^{n}$.
Proof. First of all, we observe that dom $f_{\text {hom }}^{+\infty}$ is symmetric with respect to 0 . In fact, if $z \in \operatorname{dom} f_{\text {hom }}^{+\infty}$ there exists $v \in W_{\text {per }}^{1, \infty}(Y)$ such that $|z+\nabla v(y)| \leq$ $\varphi(y)$ for a.e. $y \in Y$, and $\int_{Y} g(y, z+\nabla v) d y<+\infty$. Consequently, it is easy to verify that $\int_{Y} g(y,-z-\nabla v) d y<+\infty$ too, and therefore that $-z \in \operatorname{dom} f_{\text {hom }}^{+\infty}$.

We now prove that if $z \in \operatorname{dom} f_{\text {hom }}^{+\infty}$, and $t>0$ then $t z \in \operatorname{dom} f_{\text {hom }}^{+\infty}$. In fact, if $z \in \operatorname{dom} f_{\text {hom }}^{+\infty}$, there exists $v \in W_{\text {per }}^{1, \infty}(Y)$ such that $|z+\nabla v(y)| \leq \varphi(y)$ for a.e. $y \in Y$, and $\int_{Y} g(y, z+\nabla v) d y<+\infty$. Consequently, $|t z+t \nabla v(y)| \leq$ $\varphi(y)$ for a.e. $y \in Y$, and by using the summability properties of $g$, it follows that also $\int_{Y} g(y, t z+t \nabla v) d y<+\infty$, and the desired property follows.

Because of this, and of the symmetry of $\operatorname{dom} f_{\text {hom }}^{+\infty}$, the proof follows.
If on one side Proposition 13.5.1 simplifies the application of the homogenization techniques, conditions (13.5.3) and (13.5.4) have another crucial consequence that allows the setting of the homogenization process in $L^{1}$ topologies.

Let $g, \varphi$ be as in (13.5.2), and $f$ be defined in (13.5.1). For every $r \in] 0,+\infty\left[\right.$ and $\left\{r_{h}\right\} \subseteq\left[0,+\infty\left[\right.\right.$, let $G_{r}$ be given by (13.1.4), $\widetilde{G}^{\prime}$ and $\widetilde{G}^{\prime \prime}$ by (13.1.6), and $G^{\prime}$ and $G^{\prime \prime}$ by (13.1.8).

Then, by a direct verification and by using the same arguments exploited in the proof of Proposition 12.1.1, it can be verified that

$$
\begin{equation*}
\widetilde{G}_{-}^{\prime}(\Omega, u+c)=\widetilde{G}_{-}^{\prime}(\Omega, u), \widetilde{G}_{-}^{\prime \prime}(\Omega, u+c)=\widetilde{G}^{\prime \prime}(\Omega, u) \tag{13.5.5}
\end{equation*}
$$

for every $\Omega \in \mathcal{A}_{0}, u \in L_{\text {loc }}^{1}\left(\mathbf{R}^{n}\right), c \in \mathbf{R}$, $\widetilde{G}_{-}^{\prime}$ and $\widetilde{G}_{-}^{\prime \prime}$ are translation invariant,

$$
\begin{equation*}
\widetilde{G}_{-}^{\prime} \text { and } \widetilde{G}_{-}^{\prime \prime} \text { are increasing, } \tag{13.5.6}
\end{equation*}
$$ $\widetilde{G}_{-}^{\prime}$ is weakly superadditive,

$$
\begin{equation*}
\widetilde{G}_{-}^{\prime \prime} \text { is convex. } \tag{13.5.8}
\end{equation*}
$$

The role played by (13.5.3) and (13.5.4) is particularly clear when gradients of convex combinations of admissible configurations are taken into account.

To see this, we first observe that (13.5.4) implies (11.1.3) with $q=+\infty$, and consequently that Lemma 11.1.1 holds. Once obtained the cut-off functions, if $\Omega \in \mathcal{A}_{0}, \psi$ is one of these, and $u, v \in W_{\text {loc }}^{1, \infty}\left(\mathbf{R}^{n}\right)$ are such that $\int_{\Omega} f(x, \nabla u) d x<+\infty$ and $\int_{\Omega} f(x, \nabla v) d x<+\infty$, then the particular shape of $\varphi$ allows to prove that $\nabla(\psi+(1-\psi) v)(x)=\psi(x) \nabla u(x)+(1-$ $\psi(x)) \nabla v(x)+(u(x)-v(x)) \nabla \psi(x) \in \operatorname{dom} f(x, \cdot)$ for a.e. $x \in \Omega$, from which a condition like $\int_{\Omega} f(x, \nabla(\psi+(1-\psi) v)) d x<+\infty$ follows.

Remarks of this type, coupled with the technique used in the proof of Proposition 12.2.1 and in §12.4, provide that
$\widetilde{G}_{-}^{\prime \prime}$ is weakly subadditive,
and that

$$
\begin{equation*}
G^{\prime \prime}\left(Y, u_{z}\right)=G_{-}^{\prime}\left(Y, u_{z}\right)=f_{\text {hom }}^{+\infty}(z) \text { for every } z \in \mathbf{R}^{n} . \tag{13.5.11}
\end{equation*}
$$

In addition, since (13.5.4) implies also (11.2.3) with $q=+\infty$, Lemma 11.2.2 too holds. Consequently, (13.5.11) and an argument similar to the one exploited in the proof of Lemma 12.3.1 provide that

$$
\begin{equation*}
G_{-}^{\prime \prime}(\Omega, u) \leq \int_{\Omega} f_{\text {hom }}^{+\infty}(\nabla u) d x \text { for every } \Omega \in \mathcal{A}_{0}, u \in P A\left(\mathbf{R}^{n}\right) \tag{13.5.12}
\end{equation*}
$$

Finally, again (13.5.11) and an argument similar to the one exploited in the proof of Lemma 12.5.2 yield the following blow-up condition

$$
\begin{equation*}
\limsup _{r \rightarrow 0^{+}} \frac{1}{r^{n}} G_{-}^{\prime}\left(Q_{r}\left(x_{0}\right), u\right) \geq G_{-}^{\prime}\left(Q_{1}\left(x_{0}\right), u\left(x_{0}\right)+\nabla u\left(x_{0}\right) \cdot\left(\cdot-x_{0}\right)\right) \tag{13.5.13}
\end{equation*}
$$

$$
\text { for every } u \in C^{1}\left(\mathbf{R}^{n}\right) \text {, and } x_{0} \in \mathbf{R}^{n}
$$

At this point, conditions $(13.5 .5) \div(13.5 .13)$ and an argument similar to the one used in the proof of Proposition 12.6.1, allow us to apply Theorem 9.9.4, and to deduce that

$$
\begin{gather*}
G_{-}^{\prime}(\Omega, u)=G_{-}^{\prime \prime}(\Omega, u)=  \tag{13.5.14}\\
=\int_{\Omega} f_{\text {hom }}^{+\infty}(\nabla u) d x+\int_{\Omega}\left(f_{\text {hom }}^{+\infty}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right| \\
\text { for every } \Omega \in \mathcal{A}_{0}, u \in B V_{\mathrm{loc}}\left(\mathbf{R}^{n}\right) .
\end{gather*}
$$

In conclusion, the following results can be proved from (13.5.14).

Theorem 13.5.2. Let $g, \varphi$ be as in (13.5.2), and $f$ as in (13.5.1). Let $f_{\text {hom }}^{+\infty}$ be defined in (12.1.18) with $q=+\infty$, and $G_{r}$ in (13.1.4) for every $r \in] 0,+\infty\left[\right.$. Assume that (13.5.4) holds. Then $f_{\text {hom }}^{+\infty}$ is convex and finite on $\mathbf{R}^{n}$, and

$$
\begin{gathered}
\Gamma^{-}\left(L^{1}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}(\Omega, u)=\Gamma^{-}\left(L^{1}(\Omega)\right) \limsup _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}(\Omega, u)= \\
\quad=\int_{\Omega} f_{\text {hom }}^{+\infty}(\nabla u) d x+\int_{\Omega}\left(f_{\text {hom }}^{+\infty}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|
\end{gathered}
$$

for every $\Omega \in \mathcal{A}_{0}$ with Lipschitz boundary, $u \in B V(\Omega)$.

Theorem 13.5.3. Let $g, \varphi$ be as in (13.5.2), $f$ as in (13.5.1), and let $f_{\text {hom }}^{+\infty}$ be defined in (12.1.18) with $q=+\infty$. Let $\Omega \in \mathcal{A}_{0}$ have Lipschitz boundary, and $G_{r}(\Omega, \partial \Omega, 0, \cdot)$ in (13.1.5) for every $\left.r \in\right] 0,+\infty[$. Assume that (13.5.4) holds. Then $f_{\text {hom }}^{+\infty}$ is convex and finite on $\mathbf{R}^{n}$, and

$$
\begin{gathered}
\Gamma^{-}\left(L^{1}(\Omega)\right) \liminf _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}(\Omega, \partial \Omega, 0, u)= \\
=\Gamma^{-}\left(L^{1}(\Omega)\right) \limsup _{\varepsilon \rightarrow 0^{+}} G_{1 / \varepsilon}(\Omega, \partial \Omega, 0, u)= \\
=\int_{\Omega} f_{\mathrm{hom}}^{+\infty}(\nabla u) d x+\int_{\Omega}\left(f_{\mathrm{hom}}^{+\infty}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\int_{\partial \Omega}\left(f_{\mathrm{hom}}^{+\infty}\right)^{\infty}\left(-\gamma_{\Omega} u \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1} \\
\text { for every } u \in B V(\Omega) .
\end{gathered}
$$

For what concerns condition (13.5.4), we remark that, for example, it is fulfilled provided

$$
\varphi(y)=+\infty \text { for a.e. } y \text { in a neighborhood of } \partial Y
$$

By Theorems 13.5.2 and 13.5.3, and by means of arguments already exploited in the above chapters, the following results on the convergence of minima and of minimizers in $B V$ spaces can be proved under the coerciveness assumption below

$$
\begin{equation*}
|z|^{p} \leq g(x, z) \text { for a.e. } x \in \mathbf{R}^{n}, \text { and every } z \in \mathbf{R}^{n}, \tag{13.5.15}
\end{equation*}
$$

for some $p \in[1,+\infty[$.

Theorem 13.5.4. Let $g, \varphi$ be as in (13.5.2), $f$ as in (13.5.1), and let $f_{\text {hom }}^{+\infty}$ be defined in (12.1.18) with $q=+\infty$. Assume that (13.5.4) and (13.5.15) with $p=1$ hold. For every $\varepsilon>0$, every $\Omega \in \mathcal{A}_{0}$ with Lipschitz boundary, $\lambda \in] 0,+\infty[, r \in] 1,1^{*}\left[\right.$, and $\beta \in L^{\infty}(\Omega)$ let

$$
\begin{gathered}
i_{\varepsilon}(\Omega, \lambda, \beta)= \\
=\inf \left\{\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u\right) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x: u \in W^{1, \infty}(\Omega)\right\} \\
m_{\text {hom }}(\Omega, \lambda, \beta)= \\
=\min \left\{\int_{\Omega} f_{\text {hom }}^{+\infty}(\nabla u) d x+\int_{\Omega}\left(f_{\text {hom }}^{+\infty}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\right. \\
\left.+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x: u \in B V(\Omega)\right\}
\end{gathered}
$$

and let $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq W^{1, \infty}(\Omega)$ be such that

$$
\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u_{\varepsilon}\right) d x+\lambda \int_{\Omega}\left|u_{\varepsilon}\right|^{r} d x+\int_{\Omega} \beta u_{\varepsilon} d x-i_{\varepsilon}(\Omega, \lambda, \beta)\right)=0 .
$$

Then $f_{\text {hom }}^{+\infty}$ is convex, finite on $\mathbf{R}^{n}$, and satisfies (12.7.2) with $p=1$, $\left\{i_{\varepsilon}(\Omega, \lambda, \beta)\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow 0^{+}$to $m_{\text {hom }}(\Omega, \lambda, \beta),\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ has cluster points in $L^{1}(\Omega)$ as $\varepsilon \rightarrow 0^{+}$, and every such point is a solution of $m_{\text {hom }}(\Omega, \lambda, \beta)$.

Theorem 13.5.5. Let $g, \varphi$ be as in (13.5.2), $f$ as in (13.5.1), and let $f_{\text {hom }}^{+\infty}$ be defined in (12.1.18) with $q=+\infty$. Assume that (13.5.4) and (13.5.15) with $p \in] 1,+\infty\left[\right.$ hold. For every $\varepsilon>0$, every $\Omega \in \mathcal{A}_{0}$ with Lipschitz boundary, $\lambda \in] 0,+\infty\left[\right.$, and $\beta \in L^{p^{\prime}}(\Omega)$ let

$$
\begin{gathered}
i_{\varepsilon}(\Omega, \lambda, \beta)= \\
=\inf \left\{\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u\right) d x+\lambda \int_{\Omega}|u|^{p} d x+\int_{\Omega} \beta u d x: u \in W^{1, \infty}(\Omega)\right\}, \\
m_{\text {hom }}(\Omega, \lambda, \beta)= \\
=\min \left\{\int_{\Omega} f_{\text {hom }}^{+\infty}(\nabla u) d x+\lambda \int_{\Omega}|u|^{p} d x+\int_{\Omega} \beta u d x: u \in W^{1, p}(\Omega)\right\},
\end{gathered}
$$

and let $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq W^{1, \infty}(\Omega)$ be such that

$$
\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u_{\varepsilon}\right) d x+\lambda \int_{\Omega}\left|u_{\varepsilon}\right|^{p} d x+\int_{\Omega} \beta u_{\varepsilon} d x-i_{\varepsilon}(\Omega, \lambda, \beta)\right)=0
$$

Then $f_{\text {hom }}^{+\infty}$ is convex, finite on $\mathbf{R}^{n}$, and satisfies (12.7.2), $\left\{i_{\varepsilon}(\Omega, \lambda, \beta)\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow 0^{+}$to $m_{\text {hom }}(\Omega, \lambda, \beta),\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ has cluster points in $L^{p}(\Omega)$ as $\varepsilon \rightarrow 0^{+}$, and every such point is a solution of $m_{\mathrm{hom}}(\Omega, \lambda, \beta)$.

Theorem 13.5.6. Let $g, \varphi$ be as in (13.5.2), $f$ as in (13.5.1), and let $f_{\text {hom }}^{+\infty}$ be defined in (12.1.18) with $q=+\infty$. Assume that (13.5.4) and (13.5.15) with $p=1$ hold. For every $\varepsilon>0$, every $\Omega \in \mathcal{A}_{0}$ with Lipschitz boundary, $\lambda \in] 0,+\infty[, r \in] 1,1^{*}\left[, \beta \in L^{\infty}(\Omega)\right.$ let

$$
\begin{gathered}
i_{\varepsilon}^{0}(\Omega, \lambda, \beta)= \\
=\inf \left\{\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u\right) d x+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x: u \in W_{0}^{1, \infty}(\Omega)\right\} \\
m_{\mathrm{hom}}^{0}(\Omega, \lambda, \beta)= \\
=\min \left\{\int_{\Omega} f_{\text {hom }}^{+\infty}(\nabla u) d x+\int_{\Omega}\left(f_{\text {hom }}^{+\infty}\right)^{\infty}\left(\nabla^{\mathrm{s}} u\right) d\left|D^{\mathrm{s}} u\right|+\right. \\
\left.+\int_{\partial \Omega}\left(f_{\text {hom }}^{+\infty}\right)^{\infty}\left(-\gamma_{\Omega} u \mathbf{n}_{\Omega}\right) d \mathcal{H}^{n-1}+\lambda \int_{\Omega}|u|^{r} d x+\int_{\Omega} \beta u d x: u \in B V(\Omega)\right\}
\end{gathered}
$$

and let $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq W_{0}^{1, \infty}(\Omega)$ satisfy

$$
\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{\Omega} f\left(h x, \nabla u_{\varepsilon}\right) d x+\lambda \int_{\Omega}\left|u_{\varepsilon}\right|^{r} d x+\int_{\Omega} \beta u_{\varepsilon} d x-i_{\varepsilon}^{0}(\Omega, \lambda, \beta)\right)=0
$$

Then $f_{\text {hom }}^{+\infty}$ is convex, finite on $\mathbf{R}^{n}$, and satisfies (12.7.2) with $p=1$, $\left\{i_{\varepsilon}^{0}(\Omega, \lambda, \beta)\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow 0^{+}$to $m_{\mathrm{hom}}^{0}(\Omega, \lambda, \beta),\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ has cluster points in $L^{1}(\Omega)$ as $\varepsilon \rightarrow 0^{+}$, and every such point is a solution of $m_{\text {hom }}^{0}(\Omega, \lambda, \beta)$.

Theorem 13.5.7. Let $g, \varphi$ be as in (13.5.2), $f$ as in (13.5.1), and let $f_{\text {hom }}^{+\infty}$ be defined in (12.1.18) with $q=+\infty$. Assume that (13.5.4) and (13.5.15) with $p \in] 1,+\infty\left[\right.$ hold. For every $\varepsilon>0$, every $\Omega \in \mathcal{A}_{0}$ with Lipschitz boundary, $\beta \in L^{\infty}(\Omega)$ let

$$
\begin{aligned}
& i_{\varepsilon}^{0}(\Omega, \beta)=\inf \left\{\int_{\Omega} f\left(\frac{x}{\varepsilon}, \nabla u\right) d x+\int_{\Omega} \beta u d x: u \in W_{0}^{1, \infty}(\Omega)\right\}, \\
& m_{\text {hom }}^{0}(\Omega, \beta)=\min \left\{\int_{\Omega} f_{\text {hom }}^{+\infty}(\nabla u) d x+\int_{\Omega} \beta u d x: u \in W_{0}^{1, p}(\Omega)\right\},
\end{aligned}
$$

and let $\left\{u_{\varepsilon}\right\}_{\varepsilon>0} \subseteq W_{0}^{1, \infty}(\Omega)$ satisfy

$$
\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{\Omega} f\left(h x, \nabla u_{\varepsilon}\right) d x+\int_{\Omega} \beta u_{\varepsilon} d x-i_{\varepsilon}^{0}(\Omega, \beta)\right)=0
$$

Then $f_{\text {hom }}^{+\infty}$ is convex, finite on $\mathbf{R}^{n}$, and satisfies (12.7.2), $\left\{i_{\varepsilon}^{0}(\Omega, \beta)\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow 0^{+}$to $m_{\text {hom }}^{0}(\Omega, \beta),\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ has cluster points in $L^{1}(\Omega)$ as $\varepsilon \rightarrow 0^{+}$, and every such point is a solution of $m_{\text {hom }}^{0}(\Omega, \beta)$.

## §13.6 Final Remarks

In this section we make some comments to some of the results described in the book.

First of all, we recall that, in the elastic-plastic torsion context, in [Ca2] the interaction between gradient constraints and obstacle conditions has been treated, and some stability criteria and counterexamples have been discussed.

In [CS1] some asymptotic behaviour results of the type of those in Chapter 12 have been obtained in the general not necessarily periodic case and when the gradient constraints are constant. Of course, in this case the limit density is no more constant with respect to the space variables.

The gradient constrained homogenization for Dirichlet problems with nonhomogeneous boundary data has been treated in [CS4], and, in the case of electrostatic type problems, in [DA4].

We also point out that an another approach to the homogenization of the electrostatic screening problem, that covers also the case of conductors with zero Lebesgue measure has been developed in [CDADM] and [DA4].

To describe it, let $\mathcal{C}_{Y}$ be a collection of subsets of $Y$, and define the set $\mathcal{C}$ of the periodically distributed conductors as

$$
\begin{equation*}
\mathcal{C}=\left\{\left(i_{1}, \ldots, i_{n}\right)+C:\left(i_{1}, \ldots, i_{n}\right) \in \mathbf{Z}^{n}, C \in \mathcal{C}_{Y}\right\} . \tag{13.6.1}
\end{equation*}
$$

Let $g$ be as in (13.5.2). Then, for a given $\Omega \in \mathcal{A}\left(\mathbf{R}^{n}\right)$, the approach relies on the study of the asymptotic behaviour as $\varepsilon \rightarrow 0^{+}$of minimum problems for energies of the type

$$
u \in W^{1, \infty}(\Omega) \mapsto \int_{\Omega} g\left(\frac{x}{\varepsilon}, \nabla u\right) d x
$$

under the constraint

$$
u \text { is constant in } \Omega \cap \varepsilon S \text { for every } S \in \mathcal{C}
$$

Note that, in this case, only the constancy zones of the admissible configurations are determined a priori, not the constant values that remain undetermined.

For the treatment of this problem, the techniques proposed in Chapter 13 can be suitably adapted to produce homogenization results and formulas, in the same order of ideas of those already obtained in the book, in both the frameworks of Sobolev and $B V$ spaces.

Finally, we point out that the homogenization of energies slightly less general than those considered in the present book, have been approached in [At1] and [CCEDA] by using techniques based on perturbations of the densities, and on a representation result for piecewise affine functions stating that every $u=\sum_{j=1}^{m}\left(u_{z_{j}}+s_{j}\right) \chi_{P_{j}} \in P A\left(\mathbf{R}^{n}\right)$ can be represented on a convex open set $\Omega$ as the maximum among a finite number of minima of its components $u_{z_{1}}+s_{1}, \ldots, u_{z_{m}}+s_{m}$.

Such approach does not require conditions like (12.7.1), but seem to be limited to the treatment of homogenization problems only in Sobolev spaces, and not in $B V$ ones. Moreover it seems to work only when the admissible configurations are in the same space in which the energies are coercive, to fix ideas in the case in which $q=p \in] 1,+\infty]$ according to the notations used here.

Nevertheless, such approach seems to be quite general, and we address as an open problem its development for the treatment in general settings of integral representation, relaxation and homogenization problems.

## Chapter 14

## Some Explicit Computations of Homogenized Energies in Mathematical Models Originating Unbounded Functionals

In this chapter we intend to give the physical flavour of the results obtained in Chapters 12 and 13. We discuss the homogenization of some simple energies of the type of those appearing in the elastic-plastic torsion problem, in the modelling of rubber-like nonlinear elastomers, and in the electrostatic screening problem described in $\S 6.5$. To this aim, we derive explicit calculations of the homogenization formula, together with some convergence results for minima and minimizers.

Our examples also show that the homogenization formula can exhibit some surprising features, even when the constraints on the admissible deformations are fixed.

## §14.1 Homogenization in Elastic-Plastic Torsion

In this section we discuss the some examples of homogenization of energies of the type of those appearing in the elastic-plastic torsion problem, among which the one of the elastic-plastic torsion problem in one space dimension, and with a fixed constraint.

The proposed examples show that, even in simple cases, the features of the energy densities are not inherited by homogenized ones.

Example 14.1.1. Let $n=1, \alpha, \beta \in \mathbf{R}$ with $0<\alpha<\beta, m>0$, and let $\mu=2\left(\frac{1}{\alpha}+\frac{1}{\beta}\right)^{-1}$ be the harmonic mean of $\alpha$ and $\beta$. Let $a$ be ] $0,1[$-periodic
and satisfying

$$
a(y)=\left\{\begin{array}{ll}
\alpha & \text { if } 0<y<1 / 2 \\
\beta & \text { if } 1 / 2 \leq y<1
\end{array} \text { for every } y \in\right] 0,1[
$$

and set

$$
f:(x, z) \in \mathbf{R} \times \mathbf{R} \mapsto a(x) z^{2}+I_{[0, m]}(|z|)
$$

Then, it is clear that $f$ fulfils (12.0.1), (13.1.1) with $C=[-m, m]$, (13.1.2), (13.1.3), and (12.1.23). We also recall that in this case

$$
\begin{gathered}
f_{\text {hom }}^{+\infty}: z \in \mathbf{R} \mapsto \min \left\{\int_{0}^{1} a(y)\left(z+v^{\prime}\right)^{2} d y:\right. \\
\left.v \in W_{\text {per }}^{1, \infty}(] 0,1[),\left|z+v^{\prime}(y)\right| \leq m \text { for a.e. } y \in\right] 0,1[ \} .
\end{gathered}
$$

Let us prove that

$$
f_{\text {hom }}^{+\infty}(z)= \begin{cases}\mu z^{2} & \text { if }|z| \leq \frac{\alpha m}{\mu}  \tag{14.1.1}\\ \frac{\alpha}{2} m^{2}+\frac{\beta}{2}(2 z-m)^{2} & \text { if } \frac{\alpha m}{\mu}<|z| \leq m \\ +\infty & \text { if }|z|>m\end{cases}
$$

## for every $z \in \mathbf{R}$.

To do this, we first observe that it is straightforward to verify that $f_{\text {hom }}^{+\infty}$ is symmetric with respect to 0 .

Let now $z \in \mathbf{R}$ be such that $f_{\text {hom }}^{+\infty}(z)<+\infty$, then there exists $v \in$ $W_{\text {per }}^{1, \infty}(] 0,1[)$ with $\left|z+v^{\prime}(y)\right| \leq m$ for a.e. $\left.y \in\right] 0,1[$. Consequently, it follows that

$$
|z|=\left|\int_{0}^{1}\left(z+v^{\prime}\right) d y\right| \leq \int_{0}^{1}\left|z+v^{\prime}\right| d y \leq m
$$

from which we conclude that

$$
\begin{equation*}
f_{\text {hom }}^{+\infty}(z)=+\infty \text { for every } z \in \mathbf{R} \text { with }|z|>m \tag{14.1.2}
\end{equation*}
$$

Let now $z \in[0, m]$, then it is clear that

$$
\begin{equation*}
f_{\mathrm{hom}}^{+\infty}(z)=\min \left\{\int_{0}^{1} a(y)\left(v^{\prime}\right)^{2} d y:\right. \tag{14.1.3}
\end{equation*}
$$

$$
\left.v \in u_{z}+W_{0}^{1, \infty}(] 0,1[),\left|v^{\prime}(y)\right| \leq m \text { for every } y \in\right] 0,1[ \}
$$

Let $v_{0}$ be a solution of the right-hand side of (14.1.3). Then, by (14.1.3), it is follows that

$$
\begin{equation*}
f_{\mathrm{hom}}^{+\infty}(z)=\min \left\{\alpha \int_{0}^{1 / 2}\left(v^{\prime}\right)^{2} d y: v \in W^{1, \infty}(] 0,1 / 2[)\right. \tag{14.1.4}
\end{equation*}
$$

$$
\begin{gathered}
\left.v(0)=0, v(1 / 2)=v_{0}(1 / 2),\left|v^{\prime}(y)\right| \leq m \text { for every } y \in\right] 0,1 / 2[ \}+ \\
+\min \left\{\beta \int_{1 / 2}^{1}\left(v^{\prime}\right)^{2} d y: v \in W^{1, \infty}(] 1 / 2,1[), v(1 / 2)=v_{0}(1 / 2), v(1)=z\right. \\
\left.\left|v^{\prime}(y)\right| \leq m \text { for every } y \in\right] 1 / 2,1[ \}
\end{gathered}
$$

We now observe that, due to the presence in the right-hand side of (14.1.4) of the constraint condition and of the boundary data, it turns out that $\left|v_{0}(1 / 2)\right| \leq m / 2$ and that $\left|z-v_{0}(1 / 2)\right| \leq m / 2$. Therefore, once we recall that $z \in[0, m]$, by (14.1.4) we deduce that

$$
\begin{gather*}
f_{\text {hom }}^{+\infty}(z)=  \tag{14.1.5}\\
=\min _{t \in\left[z-\frac{m}{2}, \frac{m}{2}\right]}\left\{\operatorname { m i n } \left\{\alpha \int_{0}^{1 / 2}\left(v^{\prime}\right)^{2} d y: v \in W^{1, \infty}(] 0,1 / 2[)\right.\right. \\
\left.v(0)=0, v(1 / 2)=t,\left|v^{\prime}(y)\right| \leq m \text { for every } y \in\right] 0,1 / 2[ \}+ \\
+\min \left\{\beta \int_{1 / 2}^{1}\left(v^{\prime}\right)^{2} d y: v \in W^{1, \infty}(] 1 / 2,1[)\right. \\
\left.\left.v(1 / 2)=t, v(1)=z,\left|v^{\prime}(y)\right| \leq m \text { for every } y \in\right] 1 / 2,1[ \}\right\}
\end{gather*}
$$

Now, for every $t \in\left[z-\frac{m}{2}, \frac{m}{2}\right]$, the functions $\left.y \in\right] 0,1 / 2[\mapsto 2 t y$ and $y \in$ $] 1 / 2,1[\mapsto t+2(z-t)(y-1 / 2)$ are the solutions of the problems in the righthand side of (14.1.5). In fact they satisfy the gradient constraint conditions, and solve the corresponding problems without gradient constraints. This implies that

$$
\begin{equation*}
f_{\text {hom }}^{+\infty}(z)=\min _{t \in\left[z-\frac{m}{2}, \frac{m}{2}\right]}\left\{2(\alpha+\beta) t^{2}-4 \beta z t+2 \beta z^{2}\right\} \tag{14.1.6}
\end{equation*}
$$

Because of this the expression of $f_{\text {hom }}^{+\infty}(z)$ can be easily determined. In fact, if $\frac{\beta z}{\alpha+\beta}>\frac{m}{2}$, i.e. if $z>\frac{m \alpha}{\mu}$, then $t=\frac{m}{2}$ is a solution of the problem in (14.1.6), and $f_{\text {hom }}^{+\infty}(z)=\frac{\alpha}{2} m^{2}+\frac{\beta}{2}(2 z-m)^{2}$. If $z-\frac{m}{2} \leq \frac{\beta z}{\alpha+\beta} \leq \frac{m}{2}$, then $t=\frac{\beta z}{\alpha+\beta}$ is a solution of the problem in (14.1.6), and $f_{\text {hom }}^{+\infty}(z)=\mu z^{2}$.

Finally, it cannot be $\frac{\beta z}{\alpha+\beta}<z-\frac{m}{2}$, otherwise it would result $z>\frac{m \beta}{\mu}>m$, contrary to the choice $z \in[0, m]$.

Because of this, and of (14.1.2), formula (14.1.1) follows.
We point out that, due to the presence of the constraint term $I_{[0, m]}$, the above $f_{\text {hom }}^{+\infty}$ is no more a quadratic form in its effective domain, contrary to what happens when $m=+\infty$ (cf. [S]). Nevertheless it agrees, at least for $z$ small, with the homogenized density deduced from $f$ when $m=+\infty$.

As corollary, from Theorem 12.7.1 and (14.1.1) the following homogenization result can be deduced.

Theorem 14.1.2. Let $a$, $m$ and $f_{\text {hom }}^{+\infty}$ be as in Example 14.1.1. For every $\varepsilon>0$, every bounded open interval $I$ of $\mathbf{R}$, and $\beta \in L^{1}(I)$ let

$$
\begin{gathered}
m_{\varepsilon}^{0}(I, \beta)=\min \left\{\int_{I} a\left(\frac{x}{\varepsilon}\right)\left(u^{\prime}\right)^{2} d x+\int_{I} \beta u d x:\right. \\
\left.u \in W_{0}^{1, \infty}(I),\left|u^{\prime}(x)\right| \leq m \text { for a.e. } x \in I\right\} \\
m_{\mathrm{hom}}^{0}(I, \beta)=\min \left\{\int_{I} f_{\mathrm{hom}}^{+\infty}\left(u^{\prime}\right) d x+\int_{I} \beta u d x: u \in W_{0}^{1, \infty}(I)\right\},
\end{gathered}
$$

and let for every $\varepsilon>0$, $u_{\varepsilon}$ be the unique solution of $m_{\varepsilon}^{0}(I, \beta)$. Then $\left\{m_{\varepsilon}^{0}(I, \beta)\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow 0^{+}$to $m_{\mathrm{hom}}^{0}(I, \beta)$, and $\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow 0^{+}$in $L^{\infty}(\mathcal{I})$ to the unique solution of $m_{\mathrm{hom}}^{0}(I, \beta)$.

We now discuss an example showing that the loss of properties pointed out in Example 14.1.1 can be even more shrinking.

Example 14.1.3. Let $n=1$, and

$$
f:(x, z) \in \mathbf{R} \times \mathbf{R} \mapsto z^{2}+I_{[0, \varphi(x)]}(|z|),
$$

where $\varphi$ is $] 0,1\left[\right.$-periodic, and satisfies $\varphi(y)=\frac{1}{y^{2}}$ for every $\left.y \in\right] 0,1[$. Then it is clear that $f$ fulfils (12.0.1) and (12.1.23). Moreover, it turns out that $\widetilde{C}^{2}(0)=\mathbf{R}$, and that

$$
\begin{equation*}
\tilde{f}_{\mathrm{hom}}^{2}(z)=f_{\mathrm{hom}}^{2}(z)=\frac{1}{6}(z+1)^{3}-\frac{1}{3} \text { for every } z \geq 1 \tag{14.1.7}
\end{equation*}
$$

$\tilde{f}_{\text {hom }}^{2}(z)$ and $f_{\text {hom }}^{2}$ being given by (12.1.1) and (12.1.18) relatively to the $f$ above.

To see this, we first observe that the first equality in (14.1.7) is trivial since $n=1$.

Let now $z \geq 1$, then the solution $v \in W_{\text {per }}^{1,2}(Y)$ of the minimum problem defining $f_{\text {hom }}^{2}(z)$ exists and satisfies

$$
v^{\prime}(y)= \begin{cases}\left(\frac{z+1}{2}\right)^{2}-z & \text { if } y \in] 0, \frac{2}{z+1}[  \tag{14.1.8}\\ \frac{1}{y^{2}}-z & \text { if } y \in] \frac{2}{z+1}, 1[ \end{cases}
$$

In fact, if $w \in W_{\mathrm{per}}^{1,2}(Y)$ satisfies $\left|z+v^{\prime}(y)+w^{\prime}(y)\right| \leq \varphi(y)$ for a.e. $y \in Y$, it results that $\int_{0}^{1} w^{\prime} d y=0$, that $w^{\prime}(y) \leq 0$ for a.e. $\left.y \in\right] \frac{2}{z+1}, 1[$, and that

$$
\begin{gathered}
\int_{0}^{1}\left(z+v^{\prime}+w^{\prime}\right)^{2} d y-\int_{0}^{1}\left(z+v^{\prime}\right)^{2} d y= \\
=\int_{0}^{1}\left(z+v^{\prime}\right)^{2} d y+2 \int_{0}^{2 /(z+1)}\left(\frac{z+1}{2}\right)^{2} w^{\prime} d y+2 \int_{2 /(z+1)}^{1} \frac{1}{y^{2}} w^{\prime} d y= \\
=\int_{0}^{1}\left(z+v^{\prime}\right)^{2} d y+\int_{2 /(z+1)}^{1}\left(\frac{1}{y^{2}}-\left(\frac{z+1}{2}\right)^{2}\right) w^{\prime} d y \geq 0
\end{gathered}
$$

Because of (14.1.8), the second equality in (14.1.7) follows.
The example below describes a surprising feature of the homogenization of unbounded functionals. It proves that, if for every $x \in \mathbf{R}^{n}$ the elastic-plastic constraint is described by a ball with centre in 0 , but with radius depending on $x$, then the global homogenized elastic-plastic constraint can be no more a ball (cf. also [CS1]).

Example 14.1.4. Let $n=2$, and

$$
f:(x, z) \in \mathbf{R}^{2} \times \mathbf{R}^{2} \mapsto I_{[0, \varphi(x)]}(|z|),
$$

where $\varphi$ is $Y$-periodic, and satisfies

$$
\varphi\left(y_{1}, y_{2}\right)=\left\{\begin{array}{ll}
1 & \text { if } 0<y_{1}<1 / 2 \\
2 & \text { if } 1 / 2 \leq y_{1}<1
\end{array} \text { for every }\left(y_{1}, y_{2}\right) \in Y\right.
$$

Moreover, let

$$
\psi: t \in[0,1] \mapsto \frac{1}{2}\left(\sqrt{1-t^{2}}+\sqrt{4-t^{2}}\right)
$$

and

$$
K=\left\{\left(z_{1}, z_{2}\right) \in \mathbf{R}^{2}:\left|z_{2}\right| \leq 1,\left|z_{1}\right| \leq \psi\left(z_{2}\right)\right\}
$$

Then $f$ trivially fulfils (12.0.1) and (12.1.23). Moreover, it results that $\widetilde{C}^{+\infty}(0)=K$, and that

$$
\begin{equation*}
\tilde{f}_{\text {hom }}^{+\infty}(z)=f_{\text {hom }}^{+\infty}(z)=I_{K}(z) \text { for every } z \in \mathbf{R}^{2} \tag{14.1.9}
\end{equation*}
$$

To see this, we first observe that the first equality in (14.1.9) is trivial, and that the identity between $\widetilde{C}^{+\infty}(0)$ and $K$ follows from (14.1.9). Therefore, we need to prove only the last equality in (14.1.9).

To do this, since $f_{\text {hom }}^{+\infty}=I_{\text {dom } f_{\text {hom }}^{+\infty}}$, we just have to verify that $\operatorname{dom} f_{\text {hom }}^{+\infty}$ $=K$.

Let us prove that

$$
\begin{equation*}
\operatorname{dom} f_{\mathrm{hom}}^{+\infty} \subseteq K \tag{14.1.10}
\end{equation*}
$$

Let $z=\left(z_{1}, z_{2}\right) \in \operatorname{dom} f_{\text {hom }}^{+\infty}$, and let $v \in W_{\text {per }}^{1, \infty}(Y)$ be such that $\mid z+$ $\nabla v(y) \mid \leq \varphi(y)$ for a.e. $y \in Y$. Let us fix $\left.\bar{y}_{1} \in\right] 0, \frac{1}{2}[$, and recall that $\varphi\left(\bar{y}_{1}, y_{2}\right)=1$ for every $\left.y_{2} \in\right] 0,1[$. Then, by the $Y$-periodicity of $v$ we deduce that

$$
\begin{aligned}
& \left|z_{2}\right|=\left|u_{z}\left(\bar{y}_{1}, 1\right)+v\left(\bar{y}_{1}, 1\right)-u_{z}\left(\bar{y}_{1}, 0\right)-v\left(\bar{y}_{1}, 0\right)\right|= \\
& =\left|\int_{0}^{1}\left(z_{2}+\nabla_{2} v\left(\bar{y}_{1}, y_{2}\right)\right) d y_{2}\right| \leq \int_{0}^{1} \varphi\left(\bar{y}_{1}, y_{2}\right) d y_{2}=1
\end{aligned}
$$

In order to prove the second one, once we recall that $\left|z_{1}+\nabla_{1} v\left(y_{1}, y_{2}\right)\right|^{2}$ $+\left|z_{2}+\nabla_{2} v\left(y_{1}, y_{2}\right)\right|^{2} \leq \varphi\left(y_{1}, y_{2}\right)$ for a.e. $\left(y_{1}, y_{2}\right) \in Y$, we get that

$$
\begin{equation*}
\left|z_{1}\right|=\left|\int_{0}^{1} \int_{0}^{1}\left(z_{1}+\nabla_{1} v\left(y_{1}, y_{2}\right)\right) d y_{2} d y_{1}\right| \leq \tag{14.1.11}
\end{equation*}
$$

$$
\leq \int_{0}^{1 / 2} \int_{0}^{1}\left|z_{1}+\nabla_{1} v\left(y_{1}, y_{2}\right)\right| d y_{2} d y_{1}+\int_{1 / 2}^{1} \int_{0}^{1}\left|z_{1}+\nabla_{1} v\left(y_{1}, y_{2}\right)\right| d y_{2} d y_{1} \leq
$$

$$
\leq \int_{0}^{1 / 2} \int_{0}^{1} \sqrt{1-\left(z_{2}+\nabla_{2} v\left(y_{1}, y_{2}\right)\right)^{2}} d y_{2} d y_{1}+
$$

$$
+\int_{1 / 2}^{1} \int_{0}^{1} \sqrt{4-\left(z_{2}+\nabla_{2} v\left(y_{1}, y_{2}\right)\right)^{2}} d y_{2} d y_{1}
$$

Now, since the functions $t \in[-1,1] \mapsto-\sqrt{1-t^{2}}$ and $t \in[-2,2] \mapsto$ $-\sqrt{4-t^{2}}$ are convex, by (14.1.11), Jensen's inequality, and the $Y$-periodicity of $v$, we deduce that

$$
\begin{gathered}
\left|z_{1}\right| \leq \frac{1}{2} \sqrt{2 \int_{0}^{1 / 2} \int_{0}^{1}\left(1-\left(z_{2}+\nabla_{2} v\left(y_{1}, y_{2}\right)\right)^{2}\right) d y_{2} d y_{1}}+ \\
+\frac{1}{2} \sqrt{2 \int_{1 / 2}^{1} \int_{0}^{1}\left(4-\left(z_{2}+\nabla_{2} v\left(y_{1}, y_{2}\right)\right)^{2}\right) d y_{2} d y_{1}}= \\
=\frac{1}{2}\left(\sqrt{1-z_{2}^{2}}+\sqrt{4-z_{2}^{2}}\right)=\psi\left(z_{2}\right)
\end{gathered}
$$

from which, together with (14.1.11), we conclude that $z \in K$, and therefore that (14.1.10) holds.

To prove that

$$
\begin{equation*}
K \subseteq \operatorname{dom} f_{\mathrm{hom}}^{+\infty} \tag{14.1.12}
\end{equation*}
$$

it suffices to remark that, for every $z \in K$, the function

$$
v:\left(y_{1}, y_{2}\right) \in Y \mapsto \begin{cases}\sqrt{1-z_{2}^{2}} y_{1}-\sqrt{1-z_{2}^{2}} & \text { if } \left.\left(y_{1}, y_{2}\right) \in\right] 0, \frac{1}{2}[\times] 0,1[ \\ \sqrt{1-z_{2}^{2}} y_{1}-\psi\left(z_{2}\right) & \text { if } \left.\left(y_{1}, y_{2}\right) \in\right] \frac{1}{2}, 1[\times] 0,1[ \end{cases}
$$

is in $W_{\text {per }}^{1, \infty}(Y)$, and that $|z+\nabla v(y)| \leq \varphi(y)$ for a.e. $y \in Y$. In fact this implies that is $z \in \operatorname{dom} f_{\text {hom }}^{+\infty}$, and thus (14.1.12) follows.

## §14.2 Homogenization in the Modelling of Nonlinear Elastomers

We now analyze the homogenized integrands relative to the energy densities derived by Treloar in the modelling of rubber-like nonlinear elastomers in the one dimensional case (cf. also [CCDAG2]).

Example 14.2.1. We take $n=1, \alpha, \beta \in \mathbf{R}$ with $0<\alpha<\beta, G$ : $\mathbf{R} \rightarrow$ $[0,+\infty[$ measurable and $] 0,1[$-periodic with $\alpha \leq G(x) \leq \beta$ for a.e. $x$ in $[0,1]$, and $q=2$.

First of all we treat the case of the so called simple shear, in which

$$
f:(x, z) \in \mathbf{R} \times \mathbf{R} \mapsto \begin{cases}\frac{1}{2} G(x)\left(z-\frac{1}{z}\right)^{2} & \text { if } z>0  \tag{14.2.1}\\ +\infty & \text { if } z \leq 0\end{cases}
$$

It is clear that $f$ in (14.2.1) satisfies (12.0.1), (13.1.1) with $C=] 0,+\infty[$, (13.1.2), (13.1.3), (12.1.23), and

$$
\begin{equation*}
\frac{1}{2} \alpha z^{2}-\alpha \leq f(x, z) \text { for a.e. } x \in \mathbf{R} \text { and every } z \in \mathbf{R} \tag{14.2.2}
\end{equation*}
$$

Then by (14.2.1) and (12.1.18), $f_{\text {hom }}$ (for simplicity we write $f_{\text {hom }}$ in place of $f_{\text {hom }}^{2}$ ) is given by

$$
\begin{align*}
& f_{\text {hom }}: z \in \mathbf{R} \mapsto \min \left\{\frac{1}{2} \int_{0}^{1} G(x)\left(z+u^{\prime}-\frac{1}{z+u^{\prime}}\right)^{2} d x:\right.  \tag{14.2.3}\\
& \left.u \in W_{\mathrm{per}}^{1,2}(] 0,1[), z+u^{\prime}(x)>0 \text { a.e. in }\right] 0,1[ \}
\end{align*}
$$

where, for every $z \in \mathbf{R}$, the minimum exists because of (12.0.1), (12.1.23), and (14.2.2).

Our aim consists in trying to describe $f_{\text {hom }}$, or at least its properties.

A first remark in this direction is that

$$
\begin{equation*}
f_{\text {hom }}(z)<+\infty \text { if and only if } z>0 \tag{14.2.4}
\end{equation*}
$$

and, consequently, that problems in (14.2.3) have solutions for every $z>0$.
Let $z>0, \phi$ be the inverse function of $\zeta \in] 0,+\infty\left[\mapsto \zeta-\frac{1}{\zeta^{3}}\right.$, and $c(z) \in \mathbf{R}$ be the only solution of the equation

$$
\begin{equation*}
\int_{0}^{1} \phi\left(\frac{c}{G(t)}\right) d t=z . \tag{14.2.5}
\end{equation*}
$$

We point out that $\phi$ is explicitly computable, although with a complicated expression, and that $c(z)$ exists since $c \in \mathbf{R} \mapsto \int_{0}^{1} \phi\left(\frac{c}{G(t)}\right) d t$ is strictly increasing and $\min \left\{\phi\left(\frac{c}{\alpha}\right), \phi\left(\frac{c}{\beta}\right)\right\} \leq \int_{0}^{1} \phi\left(\frac{c}{G(t)}\right) d t \leq \max \left\{\phi\left(\frac{c}{\alpha}\right), \phi\left(\frac{c}{\beta}\right)\right\}$ for every $c \in \mathbf{R}$.

Let $u$ be given by

$$
\begin{equation*}
u: x \in] 0,1\left[\mapsto \int_{0}^{x} \phi\left(\frac{c(z)}{G(t)}\right) d t-z x\right. \tag{14.2.6}
\end{equation*}
$$

then $u \in W_{\text {per }}^{1, \infty}(] 0,1[)$, and by (14.2.5), it results that $z+u^{\prime}(x) \geq \phi\left(\frac{c(z)}{G(x)}\right) \geq$ $\min \left\{\phi\left(\frac{c(z)}{\beta}\right), \phi\left(\frac{c(z)}{\alpha}\right)\right\}>0$ for a.e. $\left.x \in\right] 0,1[$. Consequently, $u$ turns out to be a weak solution of the Euler equation

$$
\left(G(x)\left(z+u^{\prime}-\frac{1}{\left(z+u^{\prime}\right)^{3}}\right)\right)^{\prime}=0
$$

from which we conclude that $u$ is actually a solution of the problem defining $f_{\text {hom }}(z)$.

In conclusion, by (14.2.4) and (14.2.6), we infer that

$$
\begin{gather*}
f_{\text {hom }}(z)= \begin{cases}\frac{1}{2} \int_{0}^{1} G(x)\left(\phi\left(\frac{c(z)}{G(x)}\right)-\frac{1}{\phi\left(\frac{c(z)}{G(x)}\right)}\right)^{2} d x & \text { if } z>0 \\
+\infty & \text { if } z \leq 0\end{cases}  \tag{14.2.7}\\
\text { for every } z \in \mathbf{R} .
\end{gather*}
$$

Since $\phi(0)=1$, we have obviously that $c(1)=0$, and consequently, by (14.2.7), that

$$
f_{\text {hom }}(1)=0 .
$$

In addition, since $\lim _{z \rightarrow+\infty} c(z)=+\infty$ and $\lim _{y \rightarrow+\infty} \frac{\phi(y)}{y}=1$, by (14.2.5) and the estimates on $G$ we infer that
$\lim _{z \rightarrow+\infty} \frac{c(z)}{z}=\lim _{z \rightarrow+\infty} \frac{c(z)}{\int_{0}^{1} \phi\left(\frac{c(z)}{G(t)}\right) d t}=\lim _{z \rightarrow+\infty} \frac{c(z)}{\int_{0}^{1} \frac{c(z)}{G(t)} d t}=\left(\int_{0}^{1} \frac{1}{G(t)} d t\right)^{-1}$.

Moreover, again by the asymptotic behaviour of $\phi(y)$ as $y$ increases, we conclude that

$$
\begin{aligned}
\lim _{z \rightarrow+\infty} \frac{f_{\mathrm{hom}}(z)}{z^{2}}= & \lim _{z \rightarrow+\infty} \frac{1}{2 z^{2}} \int_{0}^{1} G(x)\left(\frac{c(z)}{G(x)}-\frac{G(x)}{c(z)}\right)^{2} d x= \\
& =\frac{1}{2}\left(\int_{0}^{1} \frac{1}{G(x)} d x\right)^{-1}
\end{aligned}
$$

On the other side, since $\lim _{z \rightarrow 0^{+}} c(z)=-\infty$, and $\lim _{y \rightarrow-\infty} y^{1 / 3} \phi(y)=$ -1 , by (14.2.5) and the estimates on $G$, we infer that $\lim _{z \rightarrow 0^{+}} z^{3} c(z)=$ $-\left(\int_{0}^{1} G(t)^{1 / 3} d t\right)^{3}$. Moreover, again by the asymptotic behaviour of $\phi(y)$ as $y$ decreases to $-\infty$, we get that

$$
\begin{gathered}
\lim _{z \rightarrow 0^{+}} z^{2} f_{\mathrm{hom}}(z)= \\
=\lim _{z \rightarrow 0^{+}} z^{2} \frac{1}{2} \int_{0}^{1} G(x)\left(-\left(\frac{G(x)}{c(z)}\right)^{1 / 3}+\left(\frac{c(z)}{G(x)}\right)^{1 / 3}\right)^{2} d x= \\
=\frac{1}{2}\left(\int_{0}^{1} G(x)^{1 / 3} d x\right)^{3}
\end{gathered}
$$

Finally, since $\lim _{z \rightarrow 1} c(z)=0$ and $\lim _{y \rightarrow 0} \frac{\phi(y)-1}{y}=\frac{1}{4}$, by (14.2.5) and the estimates on $G$ it follows that $\lim _{z \rightarrow 1} \frac{c(z)}{z-1}=4\left(\int_{0}^{1} \frac{1}{G(t)} d t\right)^{-1}$, and, again by the asymptotic behaviour of $\phi(y)$ as $y$ approaches 0 , that

$$
\begin{gathered}
\lim _{z \rightarrow 1} \frac{f_{\mathrm{hom}}(z)}{(z-1)^{2}}=\lim _{z \rightarrow 1} \frac{1}{(z-1)^{2}} \frac{1}{2} \int_{0}^{1} G(x)\left(1+\frac{1}{4} \frac{c(z)}{G(x)}-\frac{1}{1+\frac{1}{4} \frac{c(z)}{G(x)}}\right)^{2} d x= \\
=2\left(\int_{0}^{1} \frac{1}{G(x)} d x\right)^{-1}
\end{gathered}
$$

We now treat the case of the so called simple extension, in which

$$
f:(x, z) \in \mathbf{R} \times \mathbf{R} \mapsto \begin{cases}\frac{1}{2} G(x)\left(z^{2}+\frac{2}{z}-3\right) & \text { if } z>0 \\ +\infty & \text { if } z \leq 0\end{cases}
$$

It is clear that the above $f$ satisfies $(12.0 .1),(13.1 .1)$ with $C=] 0,+\infty[$, (13.1.2), (13.1.3), (12.1.23), and

$$
\frac{1}{2} \alpha z^{2}-\frac{3}{2} \alpha \leq f(x, z) \text { for a.e. } x \in \mathbf{R} \text { and every } z \in \mathbf{R} .
$$

This time let $\phi$ be the inverse function of $\zeta \in] 0,+\infty\left[\mapsto \zeta-\frac{1}{\zeta^{2}}\right.$, and $c(z) \in \mathbf{R}$ be the only solution of the equation in (14.2.5). Then arguments
similar to the ones already used in the previous case yield that $\phi$ is explicitly computable, and

$$
\begin{array}{cc}
f_{\text {hom }}(z)= \begin{cases}\frac{1}{2} \int_{0}^{1} G(x)\left(\phi\left(\frac{c(z)}{G(x)}\right)^{2}+\frac{2}{\phi\left(\frac{c(z)}{G(x)}\right)}-3\right) d x & \text { if } z>0 \\
+\infty & \text { if } z \leq 0\end{cases} \\
\text { for every } z \in \mathbf{R} . &
\end{array}
$$

Analogously, also in this case it follows that

$$
f_{\mathrm{hom}}(1)=0
$$

and

$$
\begin{aligned}
& \lim _{z \rightarrow+\infty} \frac{f_{\mathrm{hom}}(z)}{z^{2}}=\frac{1}{2}\left(\int_{0}^{1} \frac{1}{G(x)} d x\right)^{-1} \\
& \lim _{z \rightarrow 0^{+}} z f_{\mathrm{hom}}(z)=\left(\int_{0}^{1} G(x)^{1 / 2} d x\right)^{2} \\
& \lim _{z \rightarrow 1} \frac{f_{\mathrm{hom}}(z)}{(z-1)^{2}}=\frac{3}{2}\left(\int_{0}^{1} \frac{1}{G(x)} d x\right)^{-1}
\end{aligned}
$$

Finally we consider $C_{1}, C_{2}: \mathbf{R} \rightarrow[0,+\infty[$ measurable and $] 0,1[$-periodic with $\alpha \leq C_{1}(x) \leq \beta, \alpha \leq C_{2}(x) \leq \beta$ for a.e. $x$ in $[0,1]$, and

$$
\begin{gathered}
f:(x, z) \in \mathbf{R} \times \mathbf{R} \mapsto \\
\begin{cases}\frac{1}{2} C_{1}(x)\left(z^{2}+\frac{2}{z}-3\right)+\frac{1}{2} C_{2}(x)\left(\frac{1}{z^{2}}+2 z-3\right) & \text { if } z>0 \\
+\infty & \text { if } z \leq 0\end{cases}
\end{gathered}
$$

It is clear that $f$ satisfies $(12.0 .1),(13.1 .1)$ with $C=] 0,+\infty[,(13.1 .2)$, (13.1.3), (12.1.23), and

$$
\frac{1}{2} \alpha z^{2}-\frac{3}{2} \alpha \leq f(x, z) \text { for a.e. } x \in \mathbf{R} \text { and every } z \in \mathbf{R} .
$$

Due to the presence of the two coefficients $C_{1}$ and $C_{2}$, in this case we define, for a.e. $x \in] 0,1[, \phi(x, \cdot)$ as the inverse function of $\zeta \in] 0,+\infty[\mapsto$ $C_{1}(x)\left(\zeta-\frac{1}{\zeta^{2}}\right)+C_{2}(x)\left(1-\frac{1}{\zeta^{3}}\right)$, and $c(z) \in \mathbf{R}$ as the only solution of

$$
\int_{0}^{1} \phi(t, c) d t=z
$$

Then arguments similar to the ones already used before imply that for a.e. $x \in] 0,1[, \phi(x, \cdot)$ is explicitly computable, and
$f_{\mathrm{hom}}(z)= \begin{cases}\frac{1}{2} \int_{0}^{1}\left\{C_{1}(x)\left(\phi(x, c(z))^{2}+\frac{2}{\phi(x, c(z))}-3\right)+\right. \\ +\infty & \left.+C_{2}(x)\left(\frac{1}{\phi(x, c(z))^{2}}+2 \phi(x, c(z))-3\right)\right\} d x \\ \text { if } z>0 \\ & \text { if } z \leq 0\end{cases}$

$$
\text { for every } z \in \mathbf{R} \text {. }
$$

Analogously, also in this case it follows that

$$
f_{\mathrm{hom}}(1)=0
$$

and

$$
\begin{gathered}
\lim _{z \rightarrow+\infty} \frac{f_{\mathrm{hom}}(z)}{z^{2}}=\frac{1}{2}\left(\int_{0}^{1} \frac{1}{C_{1}(x)} d x\right)^{-1} \\
\lim _{z \rightarrow 0^{+}} z^{2} f_{\mathrm{hom}}(z)=\frac{1}{2}\left(\int_{0}^{1} C_{2}(x)^{1 / 3} d x\right)^{3} \\
\lim _{z \rightarrow 1} \frac{f_{\mathrm{hom}}(z)}{(z-1)^{2}}=\frac{3}{2}\left(\int_{0}^{1} \frac{1}{C_{1}(x)+C_{2}(x)} d x\right)^{-1}
\end{gathered}
$$

In conclusion, as it can be easily deduced looking at the asymptotic behaviours of the above functions $f_{\text {hom }}$, in all the examples considered the shape of the integrands $f$ is not preserved in the homogenization process.

Nevertheless, at macroscopic level, the mesoscale behaviour remains the same. In fact, in all the three cases, the behaviours of the homogenized functions $f_{\text {hom }}$ close to $z=+\infty$ and $z=0$ are the same of those of the homogenized functions of the leading parts of the corresponding integrands, namely of $\frac{1}{2} G(x) z^{2}$ or $\frac{1}{2} C_{1}(x) z^{2}$ (cf. [S]), and of $\frac{1}{2} G(x) \frac{1}{z^{2}}$ or $G(x) \frac{1}{z}$ or $\frac{1}{2} C_{2}(x) \frac{1}{z^{2}}$ (for which simple calculations of the kind of the above ones can be carried out).

Analogously, since $\frac{1}{2} G(x)\left(z-\frac{1}{z}\right)^{2}=\frac{1}{2} G(x)\left(\frac{z+1}{z}\right)^{2}(z-1)^{2}, \frac{1}{2} G(x)\left(z^{2}+\right.$ $\left.\frac{2}{z}-3\right)=\frac{1}{2} G(x) \frac{z+2}{z}(z-1)^{2}, \frac{1}{2} C_{1}(x)\left(z^{2}+\frac{2}{z}-3\right)+\frac{1}{2} C_{2}(x)\left(\frac{1}{z^{2}}+2 z-3\right)=$ $\frac{1}{2}\left(C_{1}(x) \frac{z+2}{z}+C_{2}(x) \frac{1+2 z}{z^{2}}\right)(z-1)^{2}$ for a.e. $x \in \mathbf{R}$ and every $z \in \mathbf{R}$, the relative homogenized integrands behave, close to $z=1$, like the homogenized functions of the leading parts of the corresponding integrands, namely of $2 G(x)(z-1)^{2}$ or $\frac{3}{2} G(x)(z-1)^{2}$ or $\frac{3}{2}\left(C_{1}(x)+C_{2}(x)\right)(z-1)^{2}$.

In this weak sense, the discussed models are stable with respect to the homogenization process.

From Theorem 12.7.4 and (14.2.7) the following homogenization result can be deduced.

Theorem 14.2.2. Let $G$ be as in Example 14.2.1, and let $f_{\text {hom }}$ be given by (14.2.7). For every $\varepsilon>0, a, b \in \mathbf{R}, \beta \in L^{1}(\Omega)$, and $c \in \mathbf{R}$ let

$$
\begin{gathered}
m_{\varepsilon}(a, b, \beta, c)=\min \left\{\int_{a}^{b} G\left(\frac{x}{\varepsilon}\right)\left(u^{\prime}-\frac{1}{u^{\prime}}\right)^{2} d x+\int_{a}^{b} \beta u d x+c u(b):\right. \\
\left.u \in W^{1,2}(] a, b[), u(a)=0, u^{\prime}(x)>0 \text { for a.e. } x \in\right] a, b[ \}
\end{gathered}
$$

$$
\begin{gathered}
m_{\mathrm{hom}}(a, b, \beta, c)=\min \left\{\int_{a}^{b} f_{\mathrm{hom}}\left(u^{\prime}\right) d x+\int_{a}^{b} \beta u d x+c u(b):\right. \\
\left.u \in W^{1,2}(] a, b[), u(a)=0\right\}
\end{gathered}
$$

and let for every $\varepsilon>0, u_{\varepsilon}$ be the unique solution of $m_{\varepsilon}(a, b, \beta, c)$. Then $\left\{m_{\varepsilon}(a, b, \beta, c)\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow 0^{+}$to $m_{\text {hom }}(a, b, \beta, c)$, and $\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow 0^{+}$in $L^{\infty}(] a, b[)$ to the unique solution of $m_{\mathrm{hom}}(a, b, \beta, c)$.

## §14.3 Homogenization in Electrostatic Screening

Finally, we examine the densities relative to the electrostatic screening problem (cf. also [CS3], [DAGP]).

Example 14.3.1. In this example we first study the case of a generic quadratic energy density, from which we then deduce the results for the problem under consideration.

Let $\left\{a_{i j}\right\}_{i, j \in\{1, \ldots, n\}}$ be a $n \times n$ symmetric matrix of measurable $Y$ periodic functions on $\mathbf{R}^{n}$ satisfying for some $0<\lambda \leq \Lambda<+\infty$

$$
\begin{gather*}
\qquad \lambda|z|^{2} \leq \sum_{i, j=1}^{n} a_{i j}(x) z_{i} z_{j} \leq \Lambda|z|^{2}  \tag{14.3.1}\\
\text { for a.e. } x \in \mathbf{R}^{n} \text {, and every } z \in \mathbf{R}^{n} \text {, }
\end{gather*}
$$

let $\varphi$ be a measurable $Y$-periodic function on $\mathbf{R}^{n}$ taking only the values 0 and $+\infty$, and set

$$
f:(x, z) \in \mathbf{R}^{n} \times \mathbf{R}^{n} \mapsto \sum_{i, j=1}^{n} a_{i j}(x) z_{i} z_{j}+I_{B_{\varphi(x)}(0)}(z),
$$

and

$$
\begin{align*}
K_{\varphi}= & \left\{z \in \mathbf{R}^{n}: \text { there exists } v \in W_{\mathrm{per}}^{1, \infty}(Y),\right. \text { such that }  \tag{14.3.2}\\
& |z+\nabla v(y)| \leq \varphi(y) \text { for a.e. } y \in Y\} .
\end{align*}
$$

We prove that, if

$$
\begin{equation*}
\operatorname{int}\left(K_{\varphi}\right) \neq \emptyset \tag{14.3.3}
\end{equation*}
$$

then there exists a constant $n \times n$ symmetric matrix $\left\{a_{i j}^{\text {hom }}\right\}_{i, j \in\{1, \ldots, n\}}$ such that

$$
\begin{equation*}
\lambda|z|^{2} \leq \sum_{i, j=1}^{n} a_{i j}^{\mathrm{hom}} z_{i} z_{j} \text { for every } z \in \mathbf{R}^{n} \tag{14.3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{\text {hom }}^{+\infty}(z)=\sum_{i, j=1}^{n} a_{i j}^{\text {hom }} z_{i} z_{j} \text { for every } z \in \mathbf{R}^{n} \tag{14.3.5}
\end{equation*}
$$

$f_{\text {hom }}^{+\infty}$ being given by (12.1.18) relatively to the $f$ above.
First of all, we observe that Jensen's inequality and (14.3.1) yield

$$
\begin{gather*}
\lambda|z|^{2}=\min \left\{\int_{Y} \lambda|z+\nabla v|^{2} d y: v \in W_{\text {per }}^{1, \infty}(Y)\right\} \leq f_{\text {hom }}^{+\infty}(z)  \tag{14.3.6}\\
\text { for every } z \in \mathbf{R}^{n} .
\end{gather*}
$$

Consequently, (14.3.4) follows from (14.3.6), once we prove (14.3.5). To do this, let us observe that

$$
K_{\varphi}=\operatorname{dom} f_{\mathrm{hom}}^{+\infty}
$$

consequently, (14.3.3) ensures that

$$
\begin{equation*}
\operatorname{int}\left(\operatorname{dom} f_{\mathrm{hom}}^{+\infty}\right) \neq \emptyset \tag{14.3.7}
\end{equation*}
$$

We now observe that (14.3.7) and Proposition 13.5 .1 imply that $f_{\text {hom }}^{+\infty}$ is finite on $\mathbf{R}^{n}$. Therefore, in order to prove (14.3.5) we can use standard characterizations of quadratic forms. So, we just need to verify that

$$
\begin{equation*}
f_{\text {hom }}^{+\infty}(\lambda z)=\lambda^{2} f_{\text {hom }}^{+\infty}(z) \text { for every } z \in \mathbf{R}^{n} \text { and } \lambda \in \mathbf{R} \tag{14.3.8}
\end{equation*}
$$

and that

$$
\begin{align*}
& f_{\text {hom }}^{+\infty}\left(z_{1}+z_{2}\right)+f_{\text {hom }}^{+\infty}\left(z_{1}-z_{2}\right)=2 f_{\text {hom }}^{+\infty}\left(z_{1}\right)+2 f_{\text {hom }}^{+\infty}\left(z_{2}\right)  \tag{14.3.9}\\
& \text { for every } z_{1}, z_{2} \in \mathbf{R}^{n}
\end{align*}
$$

To prove (14.3.8), we take $z \in \mathbf{R}^{n}, v \in W_{\text {per }}^{1, \infty}(Y)$ such that $\mid z+$ $\nabla v(y) \mid \leq \varphi(y)$ for a.e. $y \in Y$, and $\lambda \in \mathbf{R}$. Then $\lambda v \in W_{\text {per }}^{1, \infty}(Y), \mid \lambda z+$ $\lambda \nabla v(y)|=\lambda| z+\nabla v(y) \mid \leq \lambda \varphi(y)=\varphi(y)$ for a.e. $y \in Y$, and

$$
f_{\mathrm{hom}}^{+\infty}(\lambda z) \leq \int_{Y} f(y, \lambda z+\lambda \nabla v) d y=\lambda^{2} \int_{Y} f(y, z+\nabla v) d y
$$

from which it follows that

$$
f_{\mathrm{hom}}^{+\infty}(\lambda z) \leq \lambda^{2} f_{\mathrm{hom}}^{+\infty}(z)
$$

By replacing $\lambda$ with $1 / \lambda$, and $z$ with $\lambda z$ in the above inequality, condition (14.3.8) follows.

To prove (14.3.9), we take $z_{1}, z_{2} \in \mathbf{R}^{n}$, and $v_{1}, v_{2} \in W_{\text {per }}^{1, \infty}(Y)$ such that $\left|z_{1}+\nabla v_{1}(y)\right| \leq \varphi(y)$ and $\left|z_{2}+\nabla v_{2}(y)\right| \leq \varphi(y)$ for a.e. $y \in Y$. Then $v_{1} \pm v_{2} \in W_{\text {per }}^{1, \infty}(Y),\left|z_{1} \pm z_{2}+\nabla\left(v_{1} \pm v_{2}\right)(y)\right| \leq\left|z_{1}+\nabla v_{1}(y)\right|+\left|z_{2}+\nabla v_{2}(y)\right| \leq$ $2 \varphi(y)=\varphi(y)$ for a.e. $y \in Y$, and

$$
\begin{gathered}
f_{\text {hom }}^{+\infty}\left(z_{1}+z_{2}\right)+f_{\text {hom }}^{+\infty}\left(z_{1}-z_{2}\right) \leq \\
\leq \int_{Y} f\left(y, z_{1}+z_{2}+\nabla\left(v_{1}+v_{2}\right)\right) d y+\int_{Y} f\left(y, z_{1}-z_{2}+\nabla\left(v_{1}-v_{2}\right)\right) d y \leq \\
\leq 2 \int_{Y} f\left(y, z_{1}+\nabla v_{1}\right) d y+2 \int_{Y} f\left(y, z_{2}+\nabla v_{2}\right) d y
\end{gathered}
$$

from which it follows that

$$
f_{\mathrm{hom}}^{+\infty}\left(z_{1}+z_{2}\right)+f_{\mathrm{hom}}^{+\infty}\left(z_{1}-z_{2}\right) \leq 2 f_{\mathrm{hom}}^{+\infty}\left(z_{1}\right)+2 f_{\mathrm{hom}}^{+\infty}\left(z_{2}\right)
$$

Let now $w_{1}, w_{2} \in W_{\text {per }}^{1, \infty}(Y)$ be such that $\left|\left(z_{1}+z_{2}\right)+\nabla w_{1}(y)\right| \leq \varphi(y)$ and $\left|\left(z_{1}-z_{2}\right)+\nabla w_{2}(y)\right| \leq \varphi(y)$ for a.e. $y \in Y$. Then $w_{1} \pm w_{2} \in W_{\text {per }}^{1, \infty}(Y)$, $\left|2 z_{1}+\nabla\left(w_{1}+w_{2}\right)(y)\right| \leq\left|z_{1}+z_{2}+\nabla w_{1}(y)\right|+\left|z_{1}-z_{2}+\nabla w_{2}(y)\right| \leq 2 \varphi(y)=$ $\varphi(y),\left|2 z_{2}+\nabla\left(w_{1}-w_{2}\right)(y)\right| \leq\left|z_{1}+z_{2}+\nabla w_{1}(y)\right|+\left|-\left(z_{1}-z_{2}\right)-\nabla w_{2}(y)\right| \leq$ $2 \varphi(y)=\varphi(y)$ for a.e. $y \in Y$, and

$$
\begin{gathered}
f_{\text {hom }}^{+\infty}\left(2 z_{1}\right)+f_{\text {hom }}^{+\infty}\left(2 z_{2}\right) \leq \\
\leq \int_{Y} f\left(y, 2 z_{1}+\nabla\left(w_{1}+w_{2}\right)\right) d y+\int_{Y} f\left(y, 2 z_{2}+\nabla\left(w_{1}-w_{2}\right)\right) d y \leq \\
\leq 2 \int_{Y} f\left(y, z_{1} z_{2}+\nabla w_{1}\right) d y+2 \int_{Y} f\left(y, z_{1}-z_{2}+\nabla w_{2}\right) d y
\end{gathered}
$$

from which it follows that

$$
f_{\text {hom }}^{+\infty}\left(2 z_{1}\right)+f_{\text {hom }}^{+\infty}\left(2 z_{2}\right) \leq 2 f_{\text {hom }}^{+\infty}\left(z_{1}+z_{2}\right)+2 f_{\text {hom }}^{+\infty}\left(z_{1}-z_{2}\right)
$$

This, together with (14.3.8), completes the proof of (14.3.9).
By virtue of (14.3.8) and (14.3.9) the existence of a constant $n \times n$ symmetric matrix $\left\{a_{i j}^{\text {hom }}\right\}_{i, j \in\{1, \ldots, n\}}$ satisfying (14.3.5) follows.

We now examine the case in which $a_{i j}(x)=\left\{\begin{array}{ll}1 & \text { if } i=j \\ 0 & \text { if } i \neq j\end{array}\right.$ for a.e. $x \in \mathbf{R}^{n}$, under various sets of assumptions on the constraint $\varphi$.

Let $\varphi$ be a measurable $Y$-periodic function on $\mathbf{R}^{n}$ taking only the values 0 and $+\infty$, and set

$$
\begin{equation*}
d:(x, z) \in \mathbf{R}^{n} \times \mathbf{R}^{n} \mapsto|z|^{2}+I_{B_{\varphi(x)}(0)}(z) \tag{14.3.10}
\end{equation*}
$$

Let $d_{\text {hom }}^{+\infty}$ be the homogenized density of $d$ defined by means of (12.1.18). We first prove that, provided (14.3.3) holds and $\varphi$ satisfies suitable invariance conditions with respect to reflections, then there exist $d_{1}^{\text {hom }}, \ldots, d_{n}^{\text {hom }} \in$ $[1,+\infty[$ such that

$$
\begin{equation*}
d_{\mathrm{hom}}^{+\infty}(z)=\sum_{j=1}^{n} d_{j}^{\mathrm{hom}}|z|^{2} \text { for every } z \in \mathbf{R}^{n} \tag{14.3.11}
\end{equation*}
$$

In order to describe precisely the above mentioned invariance conditions, we denote for every $i \in\{1, \ldots, n\}$, by $R_{i}$ be the $n \times n$ matrix associated to the reflection with respect to the hyperplane orthogonal to the $i$-th coordinate axis, i.e. the matrix such that

$$
\begin{gathered}
R_{i}\left(z_{1}, \ldots, z_{i}, \ldots, z_{n}\right)=\left(z_{1}, \ldots,-z_{i}, \ldots, z_{n}\right) \\
\text { for every }\left(z_{1}, \ldots, z_{i}, \ldots, z_{n}\right) \in \mathbf{R}^{n} .
\end{gathered}
$$

Then, we assume that

$$
\begin{equation*}
\varphi\left(R_{i} y\right)=\varphi(y) \text { for a.e. } y \in \mathbf{R}^{n}, \text { and every } i \in\{1, \ldots, n-1\} \tag{14.3.12}
\end{equation*}
$$

Since

$$
K_{\varphi}=\operatorname{dom} d_{\mathrm{hom}}^{+\infty}
$$

by (14.3.3), we conclude that

$$
\operatorname{int}\left(\operatorname{dom} d_{\mathrm{hom}}^{+\infty}\right) \neq \emptyset
$$

Consequently, because of the results in the general case, there exists a constant $n \times n$ symmetric matrix $\left\{d_{i j}^{\text {hom }}\right\}_{i, j \in\{1, \ldots, n\}}$ such that

$$
\begin{equation*}
d_{\mathrm{hom}}^{+\infty}(z)=\sum_{i, j=1}^{n} d_{i j}^{\mathrm{hom}} z_{i} z_{j} \text { for every } z \in \mathbf{R}^{n} \tag{14.3.13}
\end{equation*}
$$

Let us prove that

$$
\begin{equation*}
d_{\mathrm{hom}}^{+\infty}\left(R_{i} z\right)=d_{\mathrm{hom}}^{+\infty}(z) \text { for every } z \in \mathbf{R}^{n}, \text { and } i \in\{1, \ldots, n-1\} \tag{14.3.14}
\end{equation*}
$$

Let $z \in \mathbf{R}^{n}$, and $v \in W_{\text {per }}^{1, \infty}(Y)$ be such that $|z+\nabla v(y)| \leq \varphi(y)$ for a.e. $y \in Y$, and let $i \in\{1, \ldots, n-1\}$. Then, once we observe that $R_{i} \mathbf{Z}^{n}=\mathbf{Z}^{n}$, we get that $v \circ R_{i} \in W_{\text {per }}^{1, \infty}(Y)$, and, from (14.3.12), that $\left|R_{i} z+\nabla\left(v \circ R_{i}\right)(y)\right|=\left|R_{i} z+R_{i} \nabla v\left(R_{i} y\right)\right|=\left|z+\nabla v\left(R_{i} y\right)\right| \leq \varphi\left(R_{i} y\right)=\varphi(y)$ for a.e. $y \in Y$. Consequently, we infer that

$$
d_{\mathrm{hom}}^{+\infty}\left(R_{i} z\right) \leq \int_{Y}\left|R_{i} z+\nabla\left(v \circ R_{i}\right)\right|^{2} d y=\int_{Y}\left|R_{i}\left(z+\nabla v\left(R_{i} y\right)\right)\right|^{2} d y=
$$

$$
=\int_{R_{i} Y}|z+\nabla v(y)|^{2} d y=\int_{Y}|z+\nabla v|^{2} d y
$$

from which it follows that

$$
d_{\mathrm{hom}}^{+\infty}\left(R_{i} z\right) \leq d_{\mathrm{hom}}^{+\infty}(z) \text { for every } z \in \mathbf{R}^{n}, \text { and } i \in\{1, \ldots, n-1\}
$$

Let now $i \in\{1, \ldots, n-1\}$. Then, once we recall that $R_{i}^{2}$ agrees with the identity matrix, an iterated use of the above inequality, yields

$$
\begin{aligned}
& d_{\text {hom }}^{+\infty}(z)=d_{\text {hom }}^{+\infty}\left(R_{i}^{2} z\right) \leq d_{\text {hom }}^{+\infty}\left(R_{i} z\right) \leq d_{\text {hom }}^{+\infty}(z) \\
& \quad \text { for every } z \in \mathbf{R}^{n}, \text { and } i \in\{1, \ldots, n-1\}
\end{aligned}
$$

from which (14.3.14) follows.
Consequently, because of (14.3.14), of (14.3.13), and of elementary linear algebra arguments, we infer that (14.3.11) holds.

Finally, because of $(14.3 .4)$, it soon follows that $d_{1}^{\text {hom }}, \ldots, d_{n}^{\text {hom }} \in$ $[1,+\infty[$.

In particular, from (14.3.11) we deduce that

$$
\begin{gather*}
d_{j}^{\text {hom }}=\inf \left\{\int_{Y}\left|\mathbf{e}_{j}+\nabla v\right|^{2} d y: v \in W_{\text {per }}^{1, \infty}(Y)\right.  \tag{14.3.15}\\
\left.\left|\mathbf{e}_{j}+\nabla v(y)\right| \leq \varphi(y) \text { for a.e. } y \in Y\right\} \text { for every } j \in\{1, \ldots, n\}
\end{gather*}
$$

We now prove that, if (14.3.3) holds and $\varphi$ satisfies suitable invariance conditions with respect to rotations, then there exists $d^{\text {hom }} \in[1,+\infty[$ such that

$$
\begin{equation*}
d_{\mathrm{hom}}^{+\infty}(z)=d^{\mathrm{hom}}|z|^{2} \text { for every } z \in \mathbf{R}^{n} \tag{14.3.16}
\end{equation*}
$$

This time the invariance conditions are described as follows. For every $i, j \in\{1, \ldots, n\}$ with $i<j$, let $R_{i j}$ be the $n \times n$ matrix associated to the clockwise $\frac{\pi}{2}$-rotation in the $(i, j)$ plane, i.e. the matrix such that

$$
\begin{gathered}
R_{i j}\left(z_{1}, \ldots, z_{i}, \ldots, z_{j}, \ldots, z_{n}\right)=\left(z_{1}, \ldots, z_{j}, \ldots,-z_{i}, \ldots, z_{n}\right) \\
\text { for every }\left(z_{1}, \ldots, z_{i}, \ldots, z_{j}, \ldots, z_{n}\right) \in \mathbf{R}^{n}
\end{gathered}
$$

We recall that for every $i, j \in\{1, \ldots, n\}$ with $i<j, R_{i j}^{4}$ agrees with the identity matrix.

Then, we assume that

$$
\begin{equation*}
\varphi\left(R_{i j} y\right)=\varphi(y) \tag{14.3.17}
\end{equation*}
$$

for a.e. $y \in \mathbf{R}^{n}$, and every $i, j \in\{1, \ldots, n\}$ with $i<j$.

As before, it turns out that (14.3.13) holds.
Let us prove that

$$
\begin{equation*}
d_{\mathrm{hom}}^{+\infty}\left(R_{i j} z\right)=d_{\mathrm{hom}}^{+\infty}(z) \tag{14.3.18}
\end{equation*}
$$

for every $z \in \mathbf{R}^{n}$, and $i, j \in\{1, \ldots, n\}$ with $i<j$.
Let $z \in \mathbf{R}^{n}$, and $v \in W_{\text {per }}^{1, \infty}(Y)$ be such that $|z+\nabla v(y)| \leq \varphi(y)$ for a.e. $y \in Y$, and let $i, j \in\{1, \ldots, n\}$ with $i<j$. Then, once we observe that $R_{i j} \mathbf{Z}^{n}=\mathbf{Z}^{n}$, we get that $v \circ R_{i j} \in W_{\text {per }}^{1, \infty}(Y)$, and, from (14.3.17), that $\left|R_{i j} z+\nabla\left(v \circ R_{i j}\right)(y)\right|=\left|R_{i j} z+R_{i j} \nabla v\left(R_{i j} y\right)\right|=\left|z+\nabla v\left(R_{i j} y\right)\right| \leq$ $\varphi\left(R_{i j} y\right)=\varphi(y)$ for a.e. $y \in Y$. Consequently, we infer that

$$
\begin{gathered}
d_{\mathrm{hom}}^{+\infty}\left(R_{i j} z\right) \leq \int_{Y}\left|R_{i j} z+\nabla\left(v \circ R_{i j}\right)\right|^{2} d y=\int_{Y}\left|R_{i j}\left(z+\nabla v\left(R_{i j} y\right)\right)\right|^{2} d y= \\
=\int_{R_{i j} Y}|z+\nabla v(y)|^{2} d y=\int_{Y}|z+\nabla v|^{2} d y
\end{gathered}
$$

from which it follows that
$d_{\text {hom }}^{+\infty}\left(R_{i j} z\right) \leq d_{\text {hom }}^{+\infty}(z)$ for every $z \in \mathbf{R}^{n}$, and $i, j \in\{1, \ldots, n\}$ with $i<j$.
Let now $i, j \in\{1, \ldots, n\}$ with $i<j$. By an iterated use of the above inequality, we obtain that

$$
\begin{gathered}
d_{\text {hom }}^{+\infty}(z)=d_{\text {hom }}^{+\infty}\left(R_{i j}^{4} z\right) \leq d_{\text {hom }}^{+\infty}\left(R_{i j}^{3} z\right) \leq d_{\text {hom }}^{+\infty}\left(R_{i j}^{2} z\right) \leq d_{\text {hom }}^{+\infty}\left(R_{i j} z\right) \leq \\
\leq d_{\text {hom }}^{+\infty}(z) \text { for every } z \in \mathbf{R}^{n}, \text { and } i, j \in\{1, \ldots, n\} \text { with } i<j,
\end{gathered}
$$

from which (14.3.18) follows.
Consequently, because of (14.3.18), of (14.3.13), and of elementary linear algebra arguments, we infer that (14.3.16) holds.

Finally, because of (14.3.4), it soon follows that $d^{\text {hom }} \in[1,+\infty[$.
In particular, from (14.3.16) we deduce that

$$
\begin{align*}
& d^{\mathrm{hom}}=\inf \left\{\int_{Y}\left|\mathbf{e}_{1}+\nabla v\right|^{2} d y: v \in W_{\mathrm{per}}^{1, \infty}(Y),\right.  \tag{14.3.19}\\
& \left.\left|\mathbf{e}_{1}+\nabla v(y)\right| \leq \varphi(y) \text { for a.e. } y \in Y\right\} .
\end{align*}
$$

As final remark, we point out that if $\varphi$ satisfies (14.3.12) and some of the equalities in (14.3.17), then it is easy to see that some of coefficients $d_{j}^{\text {hom }}$ in (14.3.11) coincide.

We now want to deduce some estimates on the constants $d_{1}^{\text {hom }}, \ldots, d_{n}^{\text {hom }}$ and $d^{\text {hom }}$ appearing in (14.3.11) and (14.3.16), for some special choices of the constraint function $\varphi$.

To do this, we take $\left.l_{1}, \ldots, l_{n} \in\right] 0,1\left[\right.$ with $l_{1} \leq l_{2} \leq \ldots \leq l_{n}$, set $\left.P=\prod_{i=1}^{n}\right] \frac{1-l_{i}}{2}, \frac{1+l_{i}}{2}[$, and define $\varphi$ as the measurable $Y$-periodic function on $\mathbf{R}^{n}$ taking only the values 0 and $+\infty$ such that

$$
\varphi(y)=\left\{\begin{array}{ll}
0 & \text { if } y \in P  \tag{14.3.20}\\
+\infty & \text { if } y \in Y \backslash P
\end{array} \text { for every } y \in Y .\right.
$$

Then, $\varphi$ fulfils (14.3.3).
If $\varphi$ is given by (14.3.20), we prove that

$$
\begin{equation*}
1+\frac{\prod_{i=1}^{n} l_{i}}{1-l_{j}} \leq \inf \left\{\int_{Y}\left|\mathbf{e}_{j}+\nabla v\right|^{2} d y: v \in W_{\mathrm{per}}^{1, \infty}(Y)\right. \tag{14.3.21}
\end{equation*}
$$

$$
\left.\left|\mathbf{e}_{1}+\nabla v(y)\right| \leq \varphi(y) \text { for a.e. } y \in Y\right\} \leq \frac{1}{1-l_{j}} \text { for every } j \in\{1, \ldots, n\} .
$$

Let us fix $j \in\{1, \ldots, n\}$. For the sake of simplicity, we consider only the case in which $n \geq 3$ and $j \in\{2, \ldots, n-1\}$. The remaining cases can be treated analogously with few formal changes.

Let us prove the left-hand side of (14.3.21).
Let us set $\left.S_{j}^{-}=\prod_{i=1}^{j-1}\right] \frac{1-l_{i}}{2}, \frac{1+l_{i}}{2}\left[, S_{j}^{+}=\prod_{i=j+1}^{n}\right] \frac{1-l_{i}}{2}, \frac{1+l_{i}}{2}\left[\right.$, and $P_{j}=$ $\left.S_{j}^{-} \times\right] 0,1\left[\times S_{j}^{+}\right.$. Moreover, for every $y \in \mathbf{R}^{n}$ let us set $\tilde{y}_{j}^{-}=\left(y_{1}, \ldots, y_{j-1}\right)$ and $\tilde{y}_{j}^{+}=\left(y_{j+1}, \ldots, y_{n}\right)$

Let $v \in W_{\text {per }}^{1, \infty}(Y)$ be such that $\left|\mathbf{e}_{j}+\nabla v(y)\right| \leq \varphi(y)$ for a.e. $y \in Y$, then

$$
\begin{equation*}
\int_{Y}\left|\mathbf{e}_{j}+\nabla v\right|^{2} d y \geq \int_{Y \backslash P_{j}}\left(1+\nabla_{j} v\right)^{2} d y+\int_{P_{j}}\left(1+\nabla_{j} v\right)^{2} d y \geq \tag{14.3.22}
\end{equation*}
$$

$\geq \inf \left\{\int_{Y \backslash P_{j}}\left(\nabla_{j} u\right)^{2} d y: u \in W^{1, \infty}\left(Y \backslash P_{j}\right), u\left(\tilde{y}_{j}^{-}, 1, \tilde{y}_{j}^{+}\right)=u\left(\tilde{y}_{j}^{-}, 0, \tilde{y}_{j}^{+}\right)+1\right.$
for every $\left.\left(\tilde{y}_{j}^{-}, \tilde{y}_{j}^{+}\right) \in(] 0,1\left[{ }^{n-1} \backslash S_{j}^{-}\right) \times(] 0,1\left[{ }^{n-1} \backslash S_{j}^{+}\right)\right\}+$
$+\inf \left\{\int_{P_{j}}\left(\nabla_{j} u\right)^{2} d y: u \in W^{1, \infty}\left(P_{j}\right), u\right.$ constant in $P$,
$u\left(\tilde{y}_{j}^{-}, 1, \tilde{y}_{j}^{+}\right)=u\left(\tilde{y}_{j}^{-}, 0, \tilde{y}_{j}^{+}\right)+1$ for every $\left.\left(\tilde{y}_{j}^{-}, \tilde{y}_{j}^{+}\right) \in S_{j}^{-} \times S_{j}^{+}\right\}$.
Now, by using Jensen's inequality, it is easy to verify that
$\inf \left\{\int_{Y \backslash P_{j}}\left(\nabla_{j} u\right)^{2} d y: u \in W^{1, \infty}\left(Y \backslash P_{j}\right), u\left(\tilde{y}_{j}^{-}, 1, \tilde{y}_{j}^{+}\right)=u\left(\tilde{y}_{j}^{-}, 0, \tilde{y}_{j}^{+}\right)+1\right.$
for every $\left.\left(\tilde{y}_{j}^{-}, \tilde{y}_{j}^{+}\right) \in(] 0,1\left[{ }^{n-1} \backslash S_{j}^{-}\right) \times(] 0,1\left[{ }^{n-1} \backslash S_{j}^{+}\right)\right\}=$

$$
=\int_{Y \backslash P_{j}}\left(\nabla_{j} u_{\mathbf{e}_{j}}\right)^{2} d y=1-\prod_{\substack{i=1 \\ i \neq j}}^{n} l_{i} .
$$

Moreover, again by Jensen's inequality, and since $\frac{1}{1-l_{j}} u_{\mathbf{e}_{j}}$ is constant in $S_{j}^{-} \times\left\{\frac{1-l_{j}}{2}\right\} \times S_{j}^{+}$, it is easy to prove that

$$
\begin{gathered}
\inf \left\{\int_{P_{j}}\left(\nabla_{j} u\right)^{2} d y: u \in W^{1, \infty}\left(P_{j}\right), u \text { constant in } P,\right. \\
\left.u\left(\tilde{y}_{j}^{-}, 1, \tilde{y}_{j}^{+}\right)=u\left(\tilde{y}_{j}^{-}, 0, \tilde{y}_{j}^{+}\right)+1 \text { for every }\left(\tilde{y}_{j}^{-}, \tilde{y}_{j}^{+}\right) \in S_{j}^{-} \times S_{j}^{+}\right\}= \\
=\inf \left\{\int_{\left.S_{j}^{-} \times\right] 0,1-l_{j}\left[\times S_{j}^{+}\right.}\left(\nabla_{j} u\right)^{2} d y: u \in W^{1, \infty}\left(S_{j}^{-} \times\right] 0,1-l_{j}\left[\times S_{j}^{+}\right),\right. \\
u \text { constant in } S_{j}^{-} \times\left\{\frac{1-l_{j}}{2}\right\} \times S_{j}^{+}, \\
\geq \inf \left\{\int_{\left.S_{j}^{-} \times\right] 0,1-l_{j}\left[\times S_{j}^{+}\right.}\left(\nabla_{j} u\right)^{2} d y: u \in W^{1, \infty}\left(S_{j}^{-} \times\right] 0,1-l_{j}\left[\times S_{j}^{+}\right)\right. \\
\left.u\left(\tilde{y}_{j}^{-}, 1-l_{j}, \tilde{y}_{j}^{+}\right)=u\left(\tilde{y}_{j}^{-}, 0, \tilde{y}_{j}^{+}\right)+1 \text { for every }\left(\tilde{y}_{j}^{-}, \tilde{y}_{j}^{+}\right) \in S_{j}^{-} \times S_{j}^{+}\right\} \geq \\
\left.u\left(\tilde{y}_{j}^{-}, 1-l_{j}, \tilde{y}_{j}^{+}\right)=u\left(\tilde{y}_{j}^{-}, 0, \tilde{y}_{j}^{+}\right)+1 \text { for every }\left(\tilde{y}_{j}^{-}, \tilde{y}_{j}^{+}\right) \in S_{j}^{-} \times S_{j}^{+}\right\}= \\
=\int_{\left.S_{j}^{-} \times\right] 0,1-l_{j}\left[\times S_{j}^{+}\right.}\left(\nabla_{j} \frac{1}{1-l_{j}} u_{\mathbf{e}_{j}}\right)^{2} d y \geq \\
u \inf \left\{\int_{\left.S_{j}^{-} \times\right] 0,1-l_{j}\left[\times S_{j}^{+}\right.}\left(\nabla_{j} u\right)^{2} d y: u \in W^{1, \infty}\left(S_{j}^{-} \times\right] 0,1-l_{j}\left[\times S_{j}^{+}\right)\right. \\
u \operatorname{constant~in~} S_{j}^{-} \times\left\{\frac{1-l_{j}}{2}\right\} \times S_{j}^{+},
\end{gathered}
$$

$$
\left.u\left(\tilde{y}_{j}^{-}, 1-l_{j}, \tilde{y}_{j}^{+}\right)=u\left(\tilde{y}_{j}^{-}, 0, \tilde{y}_{j}^{+}\right)+1 \text { for every }\left(\tilde{y}_{j}^{-}, \tilde{y}_{j}^{+}\right) \in S_{j}^{-} \times S_{j}^{+}\right\}
$$

Consequently, by (14.3.22), we deduce that

$$
\int_{Y}\left|\mathbf{e}_{j}+\nabla v\right|^{2} d y \geq 1-\prod_{\substack{i=1 \\ i \neq j}}^{n} l_{i}+\frac{1}{1-l_{j}} \prod_{\substack{i=1 \\ i \neq j}}^{n} l_{i}
$$

from which the left-hand side of (14.3.21) follows.
In order to prove the right-hand side of (14.3.21), let $v_{j} \in W_{\text {per }}^{1, \infty}(Y)$ be such that

$$
v_{j}(y)= \begin{cases}\frac{l_{j}}{1-l_{j}} y_{j} & \text { if } \left.y_{j} \in\right] 0, \frac{1-l_{j}}{2}[ \\ -y_{j}+\frac{1}{2} & \text { if } y_{j} \in\left[\frac{1-l_{j}}{2}, \frac{1+l_{j}}{2}\right] \text { for every } y \in Y \\ \frac{l_{j}}{1-l_{j}} y_{j}-\frac{l_{j}}{1-l_{j}} & \text { if } \left.\left.y_{j} \in\right] \frac{1+l_{j}}{2}, 1\right]\end{cases}
$$

Then $\left|\mathbf{e}_{j}+\nabla v_{j}(y)\right| \leq \varphi(y)$ for a.e. $y \in Y$, and

$$
\begin{gathered}
\inf \left\{\int_{Y}\left|\mathbf{e}_{j}+\nabla v\right|^{2} d y: v \in W_{\mathrm{per}}^{1, \infty}(Y)\right. \\
\left.\left|\mathbf{e}_{1}+\nabla v(y)\right| \leq \varphi(y) \text { for a.e. } y \in Y\right\} \leq \int_{Y}\left|\mathbf{e}_{j}+\nabla v_{j}\right|^{2} d y=\frac{1}{1-l_{j}}
\end{gathered}
$$

from which also the right-hand side of (14.3.21) follows.
In particular, we can consider $d$ in (14.3.10) written with $\varphi$ given by (14.3.20). In this case, we observe that $\varphi$ fulfils also (14.3.12) but not (14.3.17), unless $l_{1}=l_{2}=\ldots, l_{n}$. Then, by (14.3.15) and (14.3.21) we obtain that

$$
\begin{equation*}
1+\frac{\prod_{i=1}^{n} l_{i}}{1-l_{j}} \leq d_{j}^{\text {hom }} \leq \frac{1}{1-l_{j}} \text { for every } j \in\{1, \ldots, n\} \tag{14.3.23}
\end{equation*}
$$

from which we conclude that the values $d_{1}^{\text {hom }}, \ldots, d_{n}^{\text {hom }}$ can also be different, even being the coefficients of $d$ all equal to 1 .

This actually happens. In fact if $n=2$ and $l_{2}>\frac{1}{2-l_{1}}$, by (14.3.23) it follows that

$$
d_{1}^{\mathrm{hom}} \leq \frac{1}{1-l_{1}}<1+\frac{l_{1} l_{2}}{1-l_{2}} \leq d_{2}^{\mathrm{hom}}
$$

Finally, if $l_{1}=l_{2}=\ldots, l_{n}=l$, then $\varphi$ in (14.3.20) fulfils also (14.3.17). Consequently, (14.3.19) and (14.3.21) yield

$$
\begin{equation*}
1+\frac{l^{n}}{1-l} \leq d^{\mathrm{hom}} \leq \frac{1}{1-l} \tag{14.3.24}
\end{equation*}
$$

from which we conclude that in this case $d^{\text {hom }}$ is strictly larger than 1.
In particular, if $n=1$, then (14.3.24) implies that

$$
d^{\mathrm{hom}}=\frac{1}{1-l}
$$

As corollary, from Theorem 13.5.7, (14.3.11), and (14.3.16) the following homogenization result can be deduced.

Theorem 14.3.2. Let $A \in \mathcal{A}_{0}$ with $A \subset \subset Y, \varphi$ be a measurable $Y$ periodic function on $\mathbf{R}^{n}$ taking only the values 0 and $+\infty$ and such that $\varphi(y)=+\infty$ for a.e. $y \in Y \backslash A$. For every $\varepsilon>0$, every $\Omega \in \mathcal{A}_{0}$, and $\beta \in L^{2}(\Omega)$ let

$$
\begin{gathered}
m_{\varepsilon}^{0}(\Omega, \beta)=\min \left\{\int_{\Omega}|\nabla u|^{2} d x+\int_{\Omega} \beta u d x:\right. \\
\left.u \in W_{0}^{1,2}(\Omega),|\nabla u(x)| \leq \varphi\left(\frac{x}{\varepsilon}\right) \text { for a.e. } x \in \Omega\right\},
\end{gathered}
$$

and let for every $\varepsilon>0$, $u_{\varepsilon}$ be the unique solution of $m_{\varepsilon}^{0}(\Omega, \beta)$. Then there exists a constant matrix $\left\{d_{i j}^{\text {hom }}\right\}$ satisfying

$$
|z|^{2} \leq \sum_{i, j=1}^{n} d_{i j}^{\mathrm{hom}} z_{i} z_{j} \text { for every } z \in \mathbf{R}^{n}
$$

such that $\left\{m_{\varepsilon}^{0}(\Omega, \beta)\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow 0^{+}$to

$$
m_{\mathrm{hom}}^{0}(\Omega, \beta)=\min \left\{\int_{\Omega} \sum_{i, j=1}^{n} d_{i j}^{\mathrm{hom}} \nabla_{i} u \nabla_{j} u 2 d x+\int_{\Omega} \beta u d x: u \in W_{0}^{1,2}(\Omega)\right\},
$$

and $\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ converges as $\varepsilon \rightarrow 0^{+}$in $L^{2}(\Omega)$ to the unique solution of $m_{\text {hom }}^{0}(\Omega, \beta)$.

In addition, if $\varphi$ satisfies (14.3.12) and $d_{1}^{\text {hom }}, \ldots, d_{n}^{\text {hom }}$ are given by (14.3.11), then

$$
d_{i j}^{\text {hom }}=\left\{\begin{array}{ll}
d_{i}^{\text {hom }} & \text { if } i=j \\
0 & \text { if } i \neq j
\end{array} \text { for every } i, j \in\{1, \ldots, n\}\right.
$$

whilst, if $\varphi$ satisfies (14.3.17) and $d^{\text {hom }}$ is given by (14.3.19), then

$$
d_{i j}^{\text {hom }}=\left\{\begin{array}{ll}
d^{\text {hom }} & \text { if } i=j \\
0 & \text { if } i \neq j
\end{array} \text { for every } i, j \in\{1, \ldots, n\} .\right.
$$

These results can be qualitatively interpreted in the following way. The presence of conductors in the void, at mesoscopic level, has a distortion effect. Generally, anisotropy can be generated, and the space at macroscopic level can appear as filled with crystals.

In particular, let us consider a regular distribution of conductors that enjoy reflection invariance properties. Then, at macroscopic level, the dielectric susceptibility tensor, which connects polarization field to the electric one, is diagonal, and "optical axes" coincide with the coordinate ones.

On the contrary, if the distribution of the conductors has rotational invariance properties, then the effect of distortion is just a change in the dielectric constant, and the space, at macroscopic level, appears as filled with a homogeneous medium.

In conclusion, there is some suggestion that, from the point of view of electrostatics, every dielectric could be described by a certain mixture of conductors and void. So conductors and void could be thought as the only components of matter.
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## List of Symbols

| [r] | $\Gamma^{-}(\tau) \lim \sup _{h \rightarrow+\infty} F_{h}$ |
| :---: | :---: |
| $\|x\|$ | $\gamma_{\Omega}$ |
| $\|\mu\|$ | $\mu^{-}$ |
| $\\|\cdot\\|_{B V(\Omega)}$ | $\mu^{+}$ |
| $\\|\cdot\\|_{C^{0}(\Omega)}$ | $\mu_{\varepsilon}$ |
| $\\|\cdot\\|_{C^{0, \alpha}(\Omega)}$ | $\mu^{\text {a }}$ |
| $\\|\cdot\\|_{\mathcal{L}(U, U)}$ | $\mu^{\text {s }}$ |
| $\\|\cdot\\|_{L^{p}(\Omega, \mu)}$ | $\mu_{1} \times \mu_{2}$ |
| $\\|\cdot\\|_{W^{\prime}}$ | $\sigma(u)$ |
| $\\|\cdot\\|_{W^{1, p}(\Omega)}$ | $\chi_{S}$ |
| $\frac{a^{\|\alpha\|} u}{}$ |  |
| $\frac{\partial x^{\alpha}}{}$ | $\mathcal{A}_{0}$ |
| $\nabla_{i}$ | $\mathcal{A}(\Omega)$ |
| $\nabla^{\text {s }}$ | aff( $C$ ) |
| $\partial S$ | $\mathcal{B}(\Omega)$ |
| $\int_{\Omega} u d \mu$ | $B V(\Omega)$ |
| $\int_{\Omega}\|D u\|$ | $B V_{\text {loc }}(\Omega)$ |
| (U) $\int_{\Omega} u d \mu$ | $B_{r}\left(x_{0}\right)$ |
| $\subset \subset$ | $B_{u}$ |
| $\cap_{q \in[1, p[ } L^{q}(\Omega, \mu)$ | $C^{0}(\Omega)$ |
| $\cap_{q \in[1, p[ } L_{\text {loc }}^{q}(\Omega, \mu)$ | $C_{\mathrm{b}}^{0}(\Omega)$ |
| $\cap_{q \in[1, p[ } W^{1, q}(\Omega)$ | $C_{0}^{0}(\Omega)$ |
| $\cap_{q \in[1, p[ } W_{\text {loc }}^{1, q}(\Omega)$ | $\widehat{C}_{0}^{0}(\Omega)$ |
|  | $C^{m}(\Omega)$ |
| $\alpha_{-}$ | $C^{m}(\bar{\Omega})$ |
| $\alpha_{\mathcal{E}-}$ | $C_{0}^{m}(\Omega)$ |
| $\Gamma^{-}(\tau) \lim _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ | $C^{\infty}(\Omega)$ |
| $\Gamma^{-}(\tau) \lim _{h \rightarrow+\infty} F_{h}$ | $C_{0}^{\infty}(\Omega)$ |
| $\Gamma^{-}(\tau) \liminf _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ | $C^{0, \alpha}(\Omega)$ |
| $\Gamma^{-}(\tau) \liminf _{h \rightarrow+\infty} F_{h}$ | $C^{q}\left(z_{0}\right)$ |
| $\Gamma^{-}(\tau) \lim \sup _{\varepsilon \rightarrow \varepsilon_{0}} F_{\varepsilon}$ | $C^{q}\left(z_{0}\right)$ |


| cof | $\mathcal{M}_{\text {loc }}(\Omega)$ |
| :---: | :---: |
| $\operatorname{co}(S)$ | $\mathcal{N}(u)$ |
| $\operatorname{dist}\left(x_{0}, S\right)$ | $\mathbf{n}_{\Omega}$ |
| $\operatorname{dom} F$ | $O_{t} u$ |
| $d_{\text {hom }}^{+\infty}$ | $P A\left(\mathbf{R}^{n}\right)$ |
| Du | $\mathrm{Pr}_{k}$ |
| $D^{\text {a }} u$ | $p^{\prime}$ |
| $D_{i}$ | $p^{*}$ |
| $D^{\mathrm{s}} u$ | $Q_{r}\left(x_{0}\right)$ |
| $\frac{d \nu}{d \mu}$ | $\mathrm{rb}(C)$ |
| epi $F$ | ri(C) |
| $\mathcal{E}_{1} \times \mathcal{E}_{2}$ | $\mathbf{R}^{n}$ |
| $f_{F}$ | $\bar{S}$ |
| $f_{\text {hom }}^{q}$ | $\mathrm{sc}^{-} f$ |
| $f_{\text {hom }}^{q}$ | $\mathrm{sc}^{-}(\tau) F$ |
| $f^{\left(z_{0}\right)}$ | $\operatorname{spt}(f)$ |
| $f^{* *}$ | $\mathrm{sq}^{-}(\tau) F$ |
| $f^{\infty}$ | $S_{r}^{-}$ |
| $F_{\mathcal{E}-}$ | $S_{r}^{+}$ |
| $F_{r}$ | $T\left[x_{0}\right] u$ |
| $F^{\prime}$ | $T\left[x_{0}\right] \mu$ |
| $F^{\prime \prime}$ | $T_{k} u$ |
| $F^{(\infty)}$ | $T_{0}(f, \Omega)$ |
| $\widetilde{F}^{\prime}$ | $T_{1}(f, \Omega)$ |
| $\widetilde{F}^{\prime \prime}$ | $u^{-}$ |
| $\bar{F}$ | $u^{+}$ |
| $\overline{F_{0}}$ | $u^{\#}$ |
| $G_{r}$ | $u_{\varepsilon}$ |
| $G^{\prime}$ | $u \mu$ |
| $\underline{G}^{\prime \prime}$ | $u_{z}$ |
| $\widetilde{G}^{\prime}$ | $W^{1, p}(\Omega)$ |
| $\widetilde{G}^{\prime \prime}$ | $W_{\text {loc }}^{1, p}(\Omega)$ |
| $\mathcal{H}^{n-1}$ | $W_{\text {per }}^{1, p}(Y)$ |
| $\operatorname{int}(S)$ | $W_{0}^{1, p}(\Omega)$ |
| $I_{S}$ | $W_{0, \Gamma}^{1, p}(\Omega)$ |
| $\liminf _{v \rightarrow u}$ | $W_{0}^{1, \infty}(\Omega)$ |
| $\mathcal{L}^{n}$ | $x \cdot y$ |
| $\mathcal{L}_{n}(\Omega)$ | $Y$ |
| $L^{p}(\Omega)$ |  |
| $L^{p}(\Omega, \mu)$ |  |
| $L_{\text {loc }}^{p}(\Omega)$ |  |
| $L_{\text {loc }}^{p}(\Omega, \mu)$ |  |
| $\mathcal{M}(\Omega)$ |  |

